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Chapter 1Introdu
tionHost Identity Proto
ol (HIP) [22, 25℄ is a proposed proto
ol for providingse
urity, mobility and multihoming to the 
urrent Internet ar
hite
ture. HIPestablishes a new name spa
e of Host Identities (HI) for representing hostsindependent of their lo
ations in the network. By 
ontrast, the 
urrent ar-
hite
ture uses the Internet Proto
ol (IP) addresses to identify hosts.The host identity implies also a 
hange in the Internet ar
hite
ture. HIP
reates a 
on
eptual layer between the network and transport layers. Withthis ar
hite
tural 
hange, transport level asso
iations 
an be bound to anidenti�er representing the host rather than the topologi
al lo
ation of it.This has profound impa
ts on handling mobility and multihoming [24℄. The
urrent Internet ar
hite
ture is based on the assumption that hosts have asingle stati
 network atta
hment point. This was a reasonable supposition atthe time Internet ar
hite
ture was developed. However, it no longer appliesas mobility and multihoming are be
oming all the more viable and desirablein networking.Possibly the most signi�
ant 
ontribution of HIP is the inherent se
urity itadds to the ar
hite
ture. The identity of the host is in fa
t the publi
 key of a
ryptographi
 publi
/private key pair possessed by the host. A

ordingly, thevery identity of the host 
an be used for authenti
ating its owner. This makesHIP essentially di�erent from other available 
ommuni
ation proto
ols. Itadds deeply embedded se
urity into Internet 
ommuni
ation.The other main theme of resear
h in this thesis are Internet �rewalls. Fire-walls prote
t networks by �ltering tra�
 passing through them, to and fromthe prote
ted network. To enhan
e and ensure se
urity, �rewalls analyzeproperties of the inter
epted tra�
. 1



CHAPTER 1. INTRODUCTION 2In order to perform �ltering reliably, a �rewall needs to be able to trust thevalidity of the information it analyzes in the pa
ket headers. Furthermore,probably the most important �ltering 
riteria are the sour
e and destinationend-point of the tra�
. This is, however, problemati
 as the 
urrent end-point identi�er, the IP address, is by nature inse
ure and 
an easily be forgedto impersonate another host.This thesis analyzes impli
ations and e�e
ts of HIP in the 
ontext of Internet�rewalls. As HIP is a relatively new proposed te
hnology, it is essential toevaluate what 
onsequen
es it has on di�erent aspe
ts of the existing ar
hi-te
ture and already well established te
hnologies. Furthermore, the se
urityand the ar
hite
tural restru
turing provided by HIP are likely to have an im-pa
t also on �rewall te
hnologies. Therefore, the general motivation of thisthesis is not simply developing a �rewall that allows HIP tra�
 to traverse.Instead, the thesis studies the impli
ations and possible bene�ts that HIPproto
ol has from the point of view of �rewall te
hnologies.1.1 Problem StatementThe �ltering me
hanisms of 
urrent �rewalls are largely based on the IPaddress as an end-point identi�er. In e�e
t, they are often vulnerable toIP address spoo�ng if the �rewall is not able to properly authenti
ate theend-point.Furthermore, �rewalls are a widely established se
urity me
hanism. The 
ur-rent �rewalls do not, however, support �ltering of HIP tra�
. As a 
onse-quen
e, HIP tra�
 is in general blo
ked by �rewalls [30, 31℄. Still, traversingmiddleboxes is a ne
essary property for any proto
ol in order for it to besu

essfully deployed. The enhan
ed se
urity provided by HIP 
ould there-fore be an important motivation for adding HIP support into �rewalls. This
ould in turn aid the deployment of HIP.This thesis analyzes the possibilities and e�e
ts of tra�
 �ltering based onHIP host identities. The obje
tive is to design and implement a �rewallsolution for using host identities for a

ess 
ontrol de
isions. A

ordingly, the�rewall will need to �lter tra�
 based on HIP asso
iations. This will requiremaintaining ne
essary state regarding the HIP asso
iation. The �rewall willalso take advantage of the tra�
 authenti
ation me
hanisms provided byHIP. Thesis will further analyze di�erent aspe
ts of HIP proto
ol with regardto �rewall interoperability and intera
tions. This in
ludes issues su
h asmobility, asymmetri
 routing and denial of servi
e vulnerabilities.



CHAPTER 1. INTRODUCTION 31.2 S
opeThe analysis of the thesis 
overs di�erent aspe
ts of HIP proto
ol and a HIPenabled �rewall should be implemented with regard to these aspe
ts. As HIPis an emerging new te
hnology, all parts of the proto
ol are not yet 
overedby the existing HIP implementations. In general, the HIP for Linux (HIPL)[1, 7℄ is used as the referen
e implementation. Therefore, �rewall featuresmay be implemented to the extent that the proto
ol implementation 
oversthem. The design of the system should, however, 
onsider the analyzed issuesin order to be extendable to in
lude them in the future.The thesis provides a prototype implementation of the HIP enabled �rewall.Therefore the implementation will serve as a proof of 
on
ept rather than aprodu
tion level �rewall.1.3 Organization of the ThesisRest of this thesis is organized as follows. Chapter 2 presents ba
kgroundinformation on the �eld of the thesis. In Chapter 3 di�erent aspe
ts of HIPenabled �rewalling are analyzed and this also provides basis for design andimplementation of a HIP enabled �rewall. Chapter 4 des
ribes the require-ments for the implementation. The design of the solution is presented inChapter 5 and the implementation related issues in Chapter 6. The solutionis analyzed in Chapter 7 and Chapter 8 will then present 
on
lusions of thethesis along with dire
tions for possible future resear
h.



Chapter 2Ba
kgroundThis 
hapter des
ribes 
losely related ba
kground information on the �eldof the thesis. The 
hapter gives an overall introdu
tion to �rewalls withtheir fun
tionalities and requirements. HIP proto
ol fun
tionality is alsopresented on general level. Additional aspe
ts of HIP, that have e�e
ts on�rewall fun
tionalities are then des
ribed in more detail. These 
on
ern forexample additional fun
tionalities that HIP 
an provide to �rewalling ordi�erent types of tra�
 that a HIP enabled �rewall may en
ounter.2.1 FirewallsIn general, �rewalls are entities that in some way s
reen network tra�
 anda

ordingly �lter out unwanted tra�
 [6℄. Within this de�nition there is quitea diversity of �rewall solutions operating on di�erent levels of proto
ol sta
kand providing di�erent sets of fun
tionality. Furthermore, �rewall may alsobe a separate, designated network entity or it may be integrated together withother fun
tionalities of a network node. The following 
hapters �rst dis
ussthe nature of �rewalls as network elements. This provides basi
 
onstraintsand requirements that will be further addressed in the rest of the thesis. Alsosome of the fun
tionalities provided by �rewalls are then identi�ed.2.1.1 Firewalls as Network ElementsFirewalls are generally used as a se
urity perimeter prote
ting a 
ertain partof network. The prote
ted part of network may range from a single hostto a large segment 
ontaining several subnets. However, �rewalls enable4



CHAPTER 2. BACKGROUND 5de�ning and upholding level of se
urity for all these 
ases in a 
entralizedmanner. With a limited number of designated �rewalls, an organization is lessdependent on se
urity measures of multiple individual end-hosts. This alsoevens out the general asymmetri
 setting between an atta
ker and a target:The target needs to 
over all potential vulnerabilities, but for an atta
ker�nding a single se
urity hole su�
es. With 
entralized se
urity, also thetarget is able to limit the number of potential vulnerabilities. A

ordingly,�rewalls are a widely deployed se
urity me
hanism.There is, however, 
ontroversy regarding the role of �rewalls as network el-ements. One of the guiding design prin
iples of Internet, the end-to-endargument [28℄, states that some essential fun
tions 
an and should only beperformed by the end-hosts. Consequently, the 
ommuni
ation between end-points should not be dependent on intermediate network elements. Thisimplies that there should not be additional 
omplexity in the intermediatenetwork elements that enables pa
kets to traverse. However, the very pur-pose of �rewalls is to uphold se
urity by blo
king tra�
 [8℄. Furthermore, the�rewall's ability to let through legitimate tra�
 often requires understandingthe parti
ularities of 
ertain proto
ols or even maintaining state informationregarding the tra�
.There is an apparent need for a 
ompromise between the requirement for
entralized se
urity and the end-to-end argument. Even though the end-to-end argument 
ertainly holds value as a design prin
iple, 
entralized se
urityme
hanisms are ne
essary for organizations to uphold uni�ed se
urity poli-
ies. Therefore the need for se
urity provided by �rewalls is understandableand there needs to be a balan
e between these two requirements. This issueis addressed by the transparen
y rule [13℄, stating that a �rewall must notinterfere with legitimate, standards-
ompliant tra�
. In e�e
t, up keepingthe transparen
y should be an important prin
iple in �rewall design. Fur-thermore, even though the burden of transparen
y rule is ultimately on the�rewall implementer, also the design of a proto
ol should 
onsider di�er-ent middleboxes, su
h as �rewalls. If not for purely ar
hite
tural reasons,then from the self-serving reason of aiding the future deployment of the newte
hnology.2.1.2 Di�erent Fun
tionalities Provided by FirewallsFirewalls may perform di�erent sets of fun
tionalities for s
reening and �lter-ing pa
kets. Also, there is no a
tual standardization for �rewalls and there-fore the naming 
onventions are somewhat variable. The following presents



CHAPTER 2. BACKGROUND 6general issues and the main 
ategories of �rewall fun
tionality. This 
atego-rization 
on
entrates on features that are most 
losely related to HIP enabled�rewalls although other fun
tionalities exist as well.Poli
y vs. Fun
tionalityWhen 
onsidering the fun
tionality of a �rewall, it is �rst ne
essary to sepa-rate the 
on
epts of the �ltering fun
tionality and the �rewall se
urity poli
y.Here, the �ltering fun
tionality refers to the a
tual me
hanisms used for �l-tering, whereas the poli
y de�nes whi
h of the �ltering me
hanisms are usedand whi
h pa
kets they are applied to. Referring ba
k to the previous 
hap-ter, it is legitimate to blo
k anything that would be 
onsidered mali
ious bythe �rewall poli
y. However, related to the transparen
y rule, when 
ertaintype of tra�
 is allowed by the poli
y, there must be nothing in the �lteringme
hanisms that blo
ks that tra�
.For the most part, this thesis 
on
entrates on the �ltering fun
tionality. Itanalyzes how these fun
tionalities should be implemented with regard to HIPproto
ol so that they 
an be used to enfor
e di�erent poli
ies. Poli
ies areused to des
ribe more 
on
rete s
enarios, where HIP enabled �rewalls 
ouldbe of use. In e�e
t, the poli
ies are dependent on the se
urity requirementsof a parti
ular organization or network in question.Level of Proto
ol Sta
kFirewalls fun
tion on di�erent levels of the proto
ol sta
k [9℄. On the networka

ess layer, the Media A

ess Control (MAC) addresses 
ould be analyzed.In the network layer logi
al �ltering attributes would be IP addresses and forexample properties of the Internet Control Message Proto
ol (ICMP) pa
kets.Transport layer proto
ols 
an be analyzed through proto
ol ports and otherproto
ol information. On appli
ation level, �rewalls may fo
us on detailsof 
ertain appli
ation level proto
ols, su
h the Hypertext Transfer Proto
ol(HTTP) or e-mail proto
ols. Firewall fun
tionalities may also stret
h overseveral layers.Stateless vs. Stateful FirewallsAnother 
ategorization of �rewall fun
tionalities depends on whether state ismaintained by the �rewall [26, 10℄. Stateless �rewalls provide �ltering basedon stati
 information available in the tra�
. This may in
lude sour
e or



CHAPTER 2. BACKGROUND 7destination IP addresses, proto
ols and ports used, as well as other propertiesof the pa
ket.Stateless pa
ket �ltering is not as e�e
tive and sophisti
ated method as thestateful inspe
tion of pa
kets. It is however more e�
ient as it often requiresless 
omputation and la
ks the e�ort of storing state related to pa
kets. Asthe se
urity provided by stateless pa
ket �lters is quite minimal, they are inmany 
ases insu�
ient for prote
ting a network.A stateful �rewall bases �ltering de
isions on the 
onne
tion that tra�
 re-lates to. Therefore, tra�
 
an be �ltered by whether it is starting a new
onne
tion or belongs to an existing one. A ne
essary 
on
ept for state keep-ing is a �ow identi�er. Flow identi�er is the pie
e of information that �rewalluses to re
ognize tra�
 that belongs to a 
ertain 
onne
tion. In general, thisinformation in
ludes at least the proto
ol used and identi�ers for 
onne
-tion end-points. A �ow identi�er 
ould in
lude for example TransmissionControl Proto
ol (TCP) as proto
ol and IP addresses and ports used by the
ommuni
ating end-points.Stateful �ltering 
an also be extended to traditionally stateless proto
ols,su
h as User Datagram Proto
ol (UDP). A pa
ket 
an be interpreted asbelonging to same 
onne
tion, if it shares the same proto
ol and end-pointsas the previous pa
kets. In this 
ase the �rewall must remove the statefor example after a timeout value as there is no expli
it sign of 
losing the
onne
tion.Stateful �rewalls 
an be further divided based on the nature of state keeping[9℄. With hard state, the 
onne
tion between end-hosts must be restarted, ifthe intermediate �rewall looses its state. In the soft state approa
h the statein the �rewall is regularly refreshed and at the same time also re
reated, ifne
essary.A traditional part of �rewalls performing stateful �ltering is also analyzingthe state transitions that the inter
epted pa
kets 
ause in the 
onne
tion.Corresponding fun
tionalities for TCP and general prin
iples also appli
a-ble to other stateful proto
ols are des
ribed in [36℄. Analyzing the statetransitions allows �ltering out pa
kets that are invalid in the 
ontext of theproto
ol. Invalid pa
kets may be sent by potentially mali
ious nodes tryingto inje
t pa
kets in to the 
onne
tion. This 
ould be a sign of trying toimpersonate one end-point of the 
onne
tion or attempting to 
ause statetransition that would break the 
onne
tion between the original hosts.
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itFirewalls may also be 
ategorized based on whether they expli
itly 
ommu-ni
ate with the end-hosts. With transparent �rewalls the end-hosts mayremain unaware of the �rewall. Expli
it �rewalls, on the other hand, requireeither or both of the end-hosts to 
ommuni
ate dire
tly with the �rewall. Astateful �rewall that is transparent to the end-hosts is often 
alled a dynami
pa
ket �lter [10℄2.2 Host Identity Proto
ol (HIP)HIP was already brie�y introdu
ed in Chapter 1. Here it is presented moreextensively, with emphasis on issues that may in�uen
e �rewall fun
tion-alities. HIP is 
urrently being spe
i�ed by the HIP working group of theInternet Engineering Task For
e (IETF) and the resear
h group of the Inter-net Resear
h Task For
e (IRTF).The new identi�er, HI, introdu
ed by HIP, enables referring to hosts inde-pendent of their lo
ation and number of network atta
hment points [22, 25℄.In 
ontrast, the 
urrent ar
hite
ture uses the IP address, des
ribing hostslo
ation in the network topology, also as an identi�er. In e�e
t, the newname spa
e 
orresponds to a new host identity layer between the transportand network layers. This enables binding transport layer asso
iations to theinvariable HI instead of the potentially in
onstant lo
ation.As mentioned, the Host Identity namespa
e also provides unique se
urityproperties, as a 
ryptographi
 publi
 key of a host is used as its HI. A more
onvenient format Host Identity Tag (HIT), a 128 bit hash of the HI, is usedto refer to a host in 
ommuni
ation. This way the publi
 key is inherentlybound to its owner's identity, unlike in several other te
hnologies.All HIP proto
ol pa
kets, ex
ept for the 
onne
tion initialization, are 
ryp-tographi
ally signed by the sender. This enables the re
eiver to authenti
atethe tra�
. For the 
onvenien
e of middleboxes, the signature and lot ofthe other proto
ol information are not en
rypted, but are visible also forintermediate network entities.2.2.1 Proto
ol OverviewThe basi
 fun
tionality of HIP is de�ned in detail in the HIP Internet-Draft[22℄. HIP asso
iation is established with a four-way base ex
hange pro
edure.
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hange as well as the following data tra�
 is illustrated in Figure2.1. The initiator host �rst requests 
onne
tion with I1 pa
ket. The requestmay 
ontain the HIT of re
ipient or when an initiator does not know or doesnot need to have 
ontrol over the sele
tion of the re
eiver HI, it 
an be leftout. The latter 
ase is referred as opportunisti
 mode of operation.The responder host answers with R1 pa
ket 
ontaining among other things apuzzle for the initiator to solve. Initiator responds with I2 
ontaining the so-lution. Responder �nally veri�es the solution and responds with R2 pa
ket.The last three pa
kets of the base ex
hange also 
omprise a Di�e-Hellmankey ex
hange and 
ontain signatures for authenti
ating the sender. Anothernoteworthy part of the proto
ol is that with pre-
omputed R1 messages theresponder 
an defer state 
reation until re
eiving the I2 pa
ket. This, to-gether with the 
ost imposed on the initiator by the puzzle solving, providesresistan
e to Denial of Servi
e (DoS) atta
ks.
Initiator
  (I)

I1

R1

I2: SPI (i)

R2: SPI (r)

ESP data: SPI(i)

ESP data: SPI(r)

Responder
  (R)

Figure 2.1: HIP base ex
hange and the following data tra�
The a
tual data tra�
 of HIP 
onne
tion uses IPse
 En
apsulating Se
urityPayload (ESP) [17℄ se
urity asso
iation. The payload data is shielded insideESP as de�ned in [16℄. The ESP Se
urity Parameter Index (SPI) values ofthe parties are delivered in I2 and R2 pa
kets as illustrated in Figure 2.1.The SPIs are used to identify the HIP asso
iation that data tra�
 belongsto. Externally the HIP data tra�
 appears as regular IPse
 tra�
 whereasthe HIP 
ontrol pa
kets in
lude the HIP proto
ol header.2.2.2 Mobility and MultihomingAs a host may have several network interfa
es and may 
hange its lo
ation inthe network, the lo
ation is represented by a dynami
 set of IP addresses. Toenable mobility and multihoming, HIP allows end-points to signal ea
h other
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hanges in the set of IP addresses they 
an be rea
hed through. The multiaddressing fun
tionalities are spe
i�ed in the mobility and multihoming draft[24℄ of the HIP working group.The signaling is done with UPDATE pa
kets, whi
h are also used for up-dating the SPIs of the HIP asso
iation. The end-point wishing to announ
e
hanges sends to the other party an update message, in
luding a sequen
enumber that the re
ipient must a
knowledge. The re
ipient responds withthe a
knowledgement and an e
ho request parameter. The e
ho request isused to 
he
k the rea
hability of the other end-point in the newly announ
edaddress. The initial host �nally responds with an e
ho response parameter.The address rea
hability veri�
ation is used to prevent �ooding atta
ks wherea host would redire
t tra�
 intended for itself to IP address of another host.2.2.3 Registration proto
olA general purpose registration proto
ol is also proposed as part of the HIPstandardization [19℄. The registration proto
ol 
an be used by end-hoststo obtain di�erent HIP related servi
es. Some of the servi
es envisioned arerendezvous servi
e, dis
ussed in Chapter 2.2.4, and registration with �rewallsand other middleboxes. The registration proto
ol is, however, de�ned tobe generi
 in order to be appli
able to a variety of di�erent servi
es. Withmiddleboxes, an initiating host would request a servi
e of for example �rewalltraversal or Network Address Translation (NAT) before sending any of thea
tual tra�
. This enables authenti
ating the initiating host before 
reatinga state for its tra�
.The registration proto
ol reuses the DoS resistant HIP base ex
hange. Se-
urity asso
iations are not, however, 
reated in the 
ase of registration. TheR1 pa
ket is used to announ
e the available servi
es to the end-host. Theend-host then requests servi
e as part of I2 pa
ket and server a
knowledgesthis in the R2 pa
ket. Registration ex
hange may also be done with updatepa
kets if host already has a HIP asso
iation with the servi
e provider.2.2.4 RendezvousHIP proposes also a me
hanism for initial rendezvous, for mobile hosts that
an not be rea
hed through a stati
 address. The rendezvous server fun
-tionality is des
ribed in the HIP rendezvous draft [18℄. The mobile host usesthe HIP registration proto
ol to 
reate an asso
iation with an entity 
alledRendezvous Server (RVS). As a result the address of the RVS 
an be used
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hange with the mobile host as the RVS forwards thetra�
 to the 
urrent lo
ation of the mobile host.The fun
tionality of the rendezvous server is similar to that of a Mobile IPhome agent. The essential di�eren
e is that the rendezvous server operatesby forwarding only the initial I1 pa
ket to the responder. The remainder ofHIP 
ommuni
ation will then take pla
e dire
tly between the initiator andresponder hosts. The rendezvous server operation is presented in Figure 2.2
RVS

I R

registration
association

I1 I1
R1

I2

R2Figure 2.2: HIP base ex
hange through Rendezvous Server (RVS)
2.3 SummaryThis 
hapter presented two di�erent te
hnologies that both have signi�
ante�e
ts on se
urity. Firewalls are already widely established network te
h-nology and provide uniform se
urity for networks ranging from large orga-nizations to single hosts. HIP, by 
ontrast, is an emerging te
hnology thatguarantees se
urity for end-to-end 
ommuni
ation between two hosts.In general, these two te
hnologies are used by di�erent stake-holders in a
ommuni
ation environment, and a

ordingly, for somewhat di�erent pur-poses. HIP serves the end-user, providing 
on�dential, authenti
ated datatransfer. Meanwhile, the �rewalls are mostly used by network administra-tors, 
on
erned with details of the tra�
 and whether the tra�
 is authorizedto enter the network. Oftentimes, some of the end-to-end se
urity measuresmay also hinder �rewalls as tra�
 is not transparent to intermediate networkentities. Nevertheless, in 
ase of wider s
ale deployment of HIP, these twote
hnologies need to 
oexist. The following 
hapter analyzes this issue more
losely.



Chapter 3HIP Enabled FirewallingThe previous 
hapter introdu
ed �rewalls and HIP as well as the di�erentse
urity provided by them. In this 
hapter, it is further analyzed how also�rewalls 
an bene�t from the se
urity provided by HIP. The 
hapter �rstdis
usses the general e�e
ts that HIP as a proto
ol has on �rewalls. It alsodes
ribes a basis for designing and implementing a HIP enabled �rewall. Inpra
ti
e, there are limitations on what features 
an be implemented by the�rewall solution of this thesis. Some of the features may not be implementedeven by the existing HIP proto
ol implementations. Therefore, this analysis
overs a wider s
ope of issues than the implementation.Three di�erent types of middleboxes, and a

ordingly �rewalls, are identi�edin relation to HIP [32℄. The HIP unaware �rewalls are the 
urrent �rewallsthat do not provide support for HIP. Transparent �rewalls are �rewalls thatare HIP aware, but operate impli
itly from the end-host point of view. Thethird 
ategory is registration requiring �rewalls that expli
itly 
ommuni
atewith end-hosts. The a
tual implementation of the thesis is a transparent HIPaware �rewall. However, both HIP aware �rewall types are dis
ussed here.3.1 HIP with �rewallsOne of the design obje
tives for HIP is that the proto
ol needs to 
ooperatewith di�erent middleboxes [21, 22℄. HIP does provide strong se
urity fordata authenti
ation, 
on�dentiality and integrity. Yet, despite the tra�

on�dentiality, all essential information for HIP asso
iation �ow identi�eris visible to intermediate network entities. Furthermore, HIP is not only
omprehensible to middleboxes, but enables them also to take advantage of12
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urity features it provides [21℄.This 
hapter des
ribes the basi
 fun
tionality of a HIP enabled �rewall. Al-though HIP has several bene�ts for �rewalls, some di�
ulties also exist.Therefore, the 
hapter suggests some possible 
hanges for better 
ooperatingwith middleboxes.Lot of this 
hapter also applies to other middleboxes that need to keep upstate of the HIP asso
iation and that bene�t from authenti
ating the state
hanges. An example of su
h middlebox would be HIP enabled NetworkAddress Translator (NAT). NAT and �rewall fun
tionalities are in fa
t oftenparalleled in the referen
ed HIP literature.3.1.1 Basi
 Fun
tionalityThe basi
 fun
tionality of a HIP enabled �rewall is to perform tra�
 �lteringbased on HIs. HIs are in pra
ti
e presented with HITs. In the 
ontext of�rewall, HIT is a 
onvenient identi�er to be used for example in expressinga

ess 
ontrol information. HIT is also a natural sele
tion as the �ow iden-ti�er for HIP tra�
. Filtering also 
on
erns the ESP data tra�
 relatingto the HIP 
ontrol tra�
. This implies that the �rewall must be stateful inorder to properly �lter all HIP tra�
.The a
tual data tra�
 is 
arried over IPse
 ESP. The IP addresses and theSPIs of the destination end-points 
an be used to identify the �ow with ESPtra�
 [34℄. The data tra�
 �ow identi�er 
an be �rst dedu
ed from the baseex
hange pa
kets. The initiator sends out its SPI in the I2 pa
ket and theresponder delivers its SPI in the R2 pa
ket. During the lifetime of the HIPasso
iation, the update pa
kets have to be monitored to keep tra
k of the
hanges in end-point SPIs and the IP addresses they use.Opportunisti
 Mode with FirewallsOne 
onsideration with the HIP base ex
hange is that the opportunisti
mode may be problemati
 with �rewalls. For the most part the issue relatesto se
urity poli
ies and 
an be tended to by 
hoosing �rewall rules with
onsideration for this. The �rewall se
urity poli
y may de�ne whi
h hostsare allowed destinations for tra�
. However, the destination host identity ofa HIP I1 pa
ket using opportunisti
 mode 
an not be determined. In this
ase, the �rewall should dis
ard the pa
ket if it 
an not verify the destinationHIT of the pa
ket against that in a �rewall rule.



CHAPTER 3. HIP ENABLED FIREWALLING 14This kind of situations may be avoided, if destination HITs are not de�nedfor hosts that are likely to be 
onta
ted with opportunisti
 mode. Thesehosts might in
lude for example general purpose servers that are 
onta
tedby 
lients that are previously unaware of the server.The opportunisti
 mode has e�e
ts also on stateful �ltering as the destinationHIT is used in the �ow identi�er. When the destination HIT of the I1 pa
ketis not available a HIP enabled �rewall 
ould temporarily use the destinationIP address in the �ow identi�er. After inter
epting the 
orresponding R1pa
ket the �rewall would �ll in the missing HIT value. Again, this 
ouldbe a �rewall poli
y issue whether a �rewall may establish state without theresponder HI.In the 
ase of a registration requiring �rewall, the NOTIFY parameter 
ouldbe used for signaling about failed I1 pa
kets. The NOTIFY parameter de�nesa message type for informing a peer host when opportunisti
 mode fails dueto poli
y of the host. This 
ould also be used by an intermediate �rewall aspart of the registration pa
kets.Authenti
ation of HIP Tra�
As �rst pointed out in [22℄ and further dis
ussed in [35, 34℄, the HIP signa-tures are visible to intermediate network entities. This allows HIP enabled�rewall to authenti
ate the senders of 
ontrol messages by validating thesignatures. This property makes HIP tra�
 essentially di�erent from otherproto
ols from the point of view of a �rewall.Naturally, the tra�
 authenti
ation also implies that the state informationmaintained by the �rewall itself is in fa
t valid. This is important as HIP
ontrol pa
kets are used to 
reate state information that enables traversal ofthe HIP data pa
kets.For authenti
ating the pa
kets the �rewall needs to be aware of the end-pointHIs 
orresponding to the HITs. As HITs are used in the a

ess 
ontrol list ofthe �rewall, the HI relating to ea
h HIT 
an also be de�ned. Furthermore,the responder HI is 
arried unen
rypted in the HIP base ex
hange R1 pa
ket.A �rewall is therefore able to inter
ept the HI from tra�
 and to verify theresponder signatures.By 
ontrast, the initiator HI is delivered en
rypted in the I2 pa
ket of thebase ex
hange. This is done to prote
t the priva
y of the initiator by notrevealing the identity to outsiders. The validity of this reasoning is, however,questioned in [5℄. It is further suggested that the initiator HI should be
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rypted for the bene�t of intermediate middleboxes.Proper authenti
ation of tra�
 has also impli
ations to basi
 �rewall fun
-tionalities. Traditionally, stateful �rewalls have tra
ed the details of di�erentproto
ols to �lter out pa
kets that 
an not be a part of a valid, established
onne
tion. Despite of this, it is still possible that a pa
ket that looks per-fe
tly valid is spoofed. This 
ould happen if an atta
ker is lo
ated on the
onne
tion path and is equally aware of the 
onne
tion state. Furthermore,the �rewall must then store mu
h of the proto
ol logi
 and is more proneto errors. The 
ommuni
ation between end-hosts is therefore in
reasinglydependent on the middlebox fun
tionality.In e�e
t, HIP provides a more straightforward method that reliably authen-ti
ates the sender. This also simpli�es the role of �rewall as a middlebox, asmost details of the proto
ol logi
 
an be kept only at the end-hosts. However,a HIP enabled �rewall needs 
ertain level of proto
ol state keeping. This isne
essary for being able to obtain ne
essary information for re
ognizing theESP data pa
kets of the 
onne
tion.3.1.2 Registration Proto
olThe HIP registration proto
ol was already brie�y introdu
ed in Chapter2.2.3. One group of the systems that 
ould bene�t of the registration proto
olare middleboxes, su
h as �rewalls. In fa
t, the registration proto
ol was �rstdis
ussed in the 
ontext of middleboxes [33℄. The middlebox traversal usingregistration proto
ol is further spe
i�ed in the NAT and Firewall Traversalfor HIP -draft [34℄. Also, a prototype of the registration proto
ol has beenimplemented and is presented in [32℄. The use of registration proto
ol essen-tially separates HIP aware middleboxes as impli
it or expli
it middleboxesas 
ategorized in [9℄.As des
ribed earlier, the registration proto
ol reuses the HIP base ex
hangepro
edure. This may be initiated by the end-host either expli
itly sendingan I1 message to the �rewall. Alternatively a �rewall may inter
ept an I1message intended for the responder. In either 
ase, the �rewall then respondswith R1 message as with regular base ex
hange. During the registration pro-to
ol ex
hange, the �rewall inspe
ts whether the tra�
 is allowed to traversea

ording to the se
urity poli
y. If so, the �rewall �nally a
knowledges theend-host's request.A HIP enabled middlebox should not introdu
e new Denial of Servi
e vul-nerabilities, as pointed out in [33, 32℄. A

ordingly, the middlebox should beable to authenti
ate the end-point before 
reating state. The base ex
hange



CHAPTER 3. HIP ENABLED FIREWALLING 16pro
edure provides same bene�ts to the registration as to overall HIP. Boththe �rewall and the end-host 
an authenti
ate ea
h other. Cost is imposed onthe initiating end-host and the �rewall does not need to 
reate state beforeverifying the puzzle solution and authenti
ating the end-host. Extendingthese feature to �rewall traversal, prevents �rewalls from be
oming the weakpoint of the HIP proto
ol.Besides establishing the registration, also terminating it has signi�
an
e. Theregistration uses a soft-state approa
h, where the registration times-out andmust be periodi
ally renewed. This in
reases the freshness of the state in-formation in middleboxes. An example of the advantages here is presentedwith HIP mobility in Chapter 3.1.4. The registration may also be 
an
elledby either party. This 
ould be useful for an end-host that wishes to stopre
eiving unwanted tra�
 in an expensive wireless environment [33℄.In pra
ti
e, tra�
 may need to traverse several �rewalls, whi
h would 
auseseveral asso
iations to be 
onsidered in an individual �rewall. An end-hostwould be required to register with several �rewalls, for instan
e, the �rewallsprote
ting the networks of the end-host and the peer. Therefore, the �rewallfun
tionality must re
ognize also the other registration asso
iations, as wellas, the a
tual HIP asso
iation. This s
enario is presented in Figure 3.1.
I

R
FW(i) FW(r)

registration
I-FW(i) registration

I-FW(r)
HIP
associationI-FW(r)

I-R I-RFigure 3.1: Asso
iations between di�erent network entities and the statemaintained by the �rewalls for ea
h asso
iation.Initializing the registration dire
tly between the initiator end-host and a �re-wall may 
ause same problem as the opportunisti
 mode. Also in this 
ase,the HIT of the a
tual responder host is not 
onveyed to the �rewall. Dueto this, the 
ase where a �rewall inter
epts the I1 pa
ket intended for theresponder host should be favored. This allows �rewall to make the a

ess
ontrol de
ision based on both the sour
e and destination HITs. Further-more, in this 
ase the initiator does not need to have expli
it knowledge ofthe �rewall before initiating the 
onne
tion. Alternatively, the desired desti-nation HIT would need to be 
onveyed as part of the registration. However,the registration proto
ol as su
h 
an not a

ommodate the destination HIT
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es are negotiated with eight bit registration types.3.1.3 HIP Rendezvous Servi
eInitializing HIP asso
iation may in
lude use of a rendezvous server, RVS, asdes
ribed in 2.2.4. A logi
al 
onsequen
e of the rendezvous is that the IPaddresses of the I1 and R1 pa
kets may not be 
onsistent. The destinationaddresses for the ESP �ow identi�ers are therefore best taken from the I2and R2 pa
kets 
arrying the SPIs.Topologi
ally there are di�erent s
enarios from the point of view of a �rewall.These depend on whether the rendezvous server or either of the end-hosts,or a subset of these three is lo
ated in the network prote
ted by the �rewall.In a 
ase where either the rendezvous server or both the initiator and theresponder are prote
ted by a �rewall, the �rewall only dete
ts the I1 beingsent to rendezvous server and forwarded ba
k to the responder. In this 
asethe �rewall needs to remove the state information 
reated for the 
onne
tion.A registration requiring �rewall has an additional 
onsideration in one par-ti
ular s
enario where either the responder or both the rendezvous server andthe initiator are lo
ated in the network prote
ted by the �rewall. When therendezvous server forwards the pa
ket it may need to also rewrite the sour
eaddress of the pa
ket. Otherwise, the pa
ket may be reje
ted by ingress �l-tering as having a forged sour
e address. In this 
ase, the rendezvous serverinserts into the pa
ket a FROM parameter 
ontaining the original initiatoraddress. A registration requiring �rewall must then use the address of theFROM parameter, if one is present, in sending the R1 registration pa
ket tothe initiator.3.1.4 Mobility and MultihomingAs further des
ribed in the HIP mobility and multihoming draft [24℄, HIP en-ables host mobility and multihoming by allowing hosts to signal ea
h otherabout the 
hanges in their network addresses. Moreover, HIP allows ea
hhost to have a set of addresses through whi
h it 
ommuni
ates. These ad-dresses are grouped under one or more Se
urity Asso
iations (SA) that HIP
onne
tion establishes. Consequently, a HIP enabled �rewall needs to asso-
iate a dynami
 set of SPIs, representing the SAs, to a single HIP 
onne
tion.Ea
h SPI may then in
lude a variable set of IP addresses. The mobility andmultihoming draft does, however, de�ne a preferred address that ea
h host
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e. The preferred address should be the primary destinationaddress that peer hosts send data to.One 
larifying aspe
t is that ea
h address is suggested to be asso
iated toits own SA. Alternatively a set of addresses that are expe
ted to experien
efaith sharing 
ould be grouped under an SA. An example of this would bethe addresses of a same network interfa
e that would be in
luded under asingle SA. In some 
ases, 
ommuni
ating hosts may have di�erent number ofinterfa
es they use for the 
onne
tion. The main poli
y is, however, that theSAs should even then be formed pairwise between the hosts.The a
tual signaling pro
edure uses HIP update pa
kets as depi
ted in Figure3.2. Here a host moves to a new network and re
eives a new address. Thenew address may be added to an existing interfa
e or the new network mayprovide network a

ess point to a new interfa
e. The information about theSPI is in
luded in a REA parameter, along with the address. In the latter
ase the pa
ket also in
lude NES parameter as rekeying is performed.The response pa
ket from the peer in
ludes a
knowledgement for the previousmessage, SPI or NES parameter and e
ho request parameter for addressveri�
ation. Therefore, this message is sent to the newly announ
e address.This way also a �rewall prote
ting the new lo
ation of the mobile host isable to inter
ept it and obtain the peer SPI value. The draft mentions thataddress veri�
ation 
ould be skipped in some 
ases. It further warns thatthis may lead to in
ompatibilities with middleboxes. A HIP enabled �rewall
ould also enfor
e the use of address veri�
ation. In that 
ase, no data tra�
is allowed to a new address until the �rewall has en
ountered the relatedaddress veri�
ation pa
kets.For assuring the traversal of �rewalls prote
ting the new lo
ation, the �rstupdate message should preferably be sent from the new address. This isnot expli
itly required in the draft. As a result, the �rewall may not beable to inter
ept the �rst update pa
ket and 
an not a
quire the SPI of themobile host. After that, also the following messages of the update ex
hangewould be blo
ked by the �rewall as the 
onne
tion is previously unseen. Amore 
ompli
ated issue is announ
ing several new addresses in a same updatemessage. In this 
ase, if the preferred address is among the addresses, it 
ouldbe preferred as a sour
e address.Another point of view is that of a �rewall that prote
ts the previous lo
a-tion of the mobile host. Alternatively, the host 
an be multihomed and hasa
quired new address for another network interfa
e. If the newly a
quiredaddress is used as the preferred address, tra�
 may not traverse the old�rewall any longer. In both 
ases the �rewall is not able to inter
ept the
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UPDATE(REA, SEQ)
[HIT(m), HIT(c), SPI(m), IP(m)]

UPDATE(SPI,SEQ, ACK, ECHO_REQ) 
[SPI(c), IP(c)]

UPDATE(ACK, ECHO_RES)

HIP 
association

CN

MN

MN

CN

FW

HIP 
association

Packet exchange, when an existing interfaces changes address:

Packet exchange, when new interface is brought up in new network:

UPDATE(REA, NES, SEQ, Diffie-Hellman)
[HIT(m), HIT(c), SPI(m), IP(m)]

UPDATE(NES, SEQ, ACK, Diffie-Hellman)
[SPI(c), IP(c)]

UPDATE(ACK, ECHO_RES)

Change of network 
access point

Figure 3.2: Pa
ket ex
hange between mobile node (MN) and 
orrespondingnode (CN). The �gure presents HIP pa
ket ex
hanges in two 
ases whereeither existing network interfa
e re
eives an address in the new network ornew network interfa
e is brought up. Information extra
ted by the �rewall(FW) from ea
h pa
ket, is listed inside bra
kets.remainder of the 
onne
tion, in
luding the 
lose sequen
e. For pra
ti
al rea-sons, a transparent �rewall might need to remove the 
onne
tion state forinstan
e after a 
ertain time of idle 
onne
tion. This prote
ts the �rewallfrom using memory resour
es for potentially non-existent 
onne
tions. Witha registration requiring �rewall, the state is automati
ally removed as theregistration times out.
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 RoutingAsymmetri
 routing may 
ause problems with �rewall state 
reation. In
ertain 
ases, tra�
 between two end-hosts may travel along di�erent paths indi�erent dire
tions. This 
auses problems for networks with several �rewallsif in
oming tra�
 traverses di�erent �rewall than outgoing tra�
. In this
ase neither of the �rewalls is able to inter
ept the SPI values needed forthe 
onne
tion state. This s
enario is presented in Figure 3.3. The problemof asymmetri
 routing with HIP has been introdu
ed in [34℄ and is furtherdis
ussed in [32℄.
I R

I1

I2
SPI(i)

I1

I2

FW1

SPI(i)

R1R1

R2
SPI(r)

R2
SPI(r)

ESP data
  SPI(r)

ESP data
  SPI(i)FW2

Figure 3.3: Asymmetri
 routing s
enario.One solution proposed is in
luding the SPI value of the peer host to anothermessage that is sent ba
k to the peer [32℄. This way, the initiator SPI wouldbe in
luded in R2 pa
ket. For the responder SPI a spe
ial I3 pa
ket wouldhave to be sent after the a
tual base ex
hange. Extending the base ex
hangewith one more pa
ket is not, however, 
onsidered a desirable solution.As another solution with registration requiring �rewalls, a message for signal-ing SPI values is proposed [32℄. An end-host would use this SPISIG messageto send the SPI value it has 
hosen for the se
urity asso
iation to the �re-wall. This would, however, require that the end-host has expli
it knowledge
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iation is 
reated, it is notdone with the �rewall that will miss the SPI of the host. Furthermore, theasymmetri
 routing may take pla
e in both initiator's and responder's homenetwork. In e�e
t, the end-hosts would have signal the SPI value to any�rewall experien
ing asymmetri
 routing along the path from the peer to thehost.Possibly a more straight forward solution would be 
ombining the approa
hesof the �rst and the se
ond solution. As a result a host would use the SPISIGmessage to signal the value 
hosen by the peer host. This way a host wouldhave knowledge of at least any registration requiring �rewalls on the path.This is presented in Figure 3.4.
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FW2
SPISIG
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Registration
association
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association

SPISIG
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ESP data
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ESP data
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Figure 3.4: Asymmetri
 routing s
enario with SPISIG signaling. Host signalsthe SPI value of the peer host.To 
on
lude, the asymmetri
 routing is somewhat problemati
 issue for state-ful �rewalls. However, this problem is in no way HIP spe
i�
, but exists withseveral other proto
ols as well.
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ate ParameterHIP proto
ol de�nes a parameter type for delivering 
erti�
ates [22℄. Thisprovides a generi
 method for 
erti�
ate use, whi
h 
an be further extendedfor di�erent purposes and 
an bene�t a variety of di�erent situations. Thea
tual usage of the 
erti�
ates is left to be de�ned.Using 
erti�
ates with the �rewall registration is �rst mentioned in [33℄ andis further dis
ussed in [32℄. For authorization, Simple Publi
 Key Infrastru
-ture (SPKI) [12℄ 
erti�
ates are suggested. The use of 
erti�
ate parametersis not expli
itly mentioned in the registration proto
ol draft [19℄. However,the 
erti�
ate parameter 
ould be used as part of the registration proto
ol fordistributing information for authenti
ation and authorization [32℄. Certi�-
ates 
ould be similarly inter
epted also by transparent HIP aware �rewallswhen they are not en
rypted by the sender.For �rewalls, 
erti�
ates 
ould be an attra
tive me
hanism for authoriza-tion [12℄. However, 
erti�
ate revo
ation me
hanisms 
ould 
ompli
ate thesystem. The authorization information stored in the a

ess 
ontrol list willneed to in
lude publi
 key material for authenti
ation. With use of 
erti�-
ates this authorization material 
an be limited to the publi
 keys used toissue authorization 
erti�
ates to hosts.As tra�
 is initialized the �rewall 
an obtain the HI of the host from the
erti�
ate along with the authorization information. The authorization in-formation 
an then be used to allow 
ertain type of �rewall traversal. Afterthe 
onne
tion is 
losed the �rewall may 
lear the publi
 key of the host fromits memory. This 
an 
onsiderably de
rease the amount of data that HIPenabled �rewalls must store for the se
urity poli
y.In this 
ase also management of a distributed �rewall system would be moree�
ient and straightforward. Authorization issued with a 
erti�
ate takes ane�e
t instantly anywhere the 
erti�
ate is used. Updating �rewall rule setsof several �rewalls on the other hand require operations with several di�erententities. Furthermore, 
erti�
ate expiration times allow issuing rights for a�xed period of time. In a traditional �rewall this would require updating the�rewall rule set twi
e for also removing the authorization.3.1.7 Potential Se
urity VulnerabilitiesTraditionally stateful �rewalls need to establish state after the very �rstpa
ket in order to asso
iate the later pa
kets to the same 
onne
tion. This
onsumes �rewall resour
es and may 
ause a risk of similar DoS vulnerabili-
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ase of HIP enabled �rewall, resour
es 
an be exhausted mainly in twoways. Firstly, the signature veri�
ation 
onsumes CPU 
y
les in the �rewall.Se
ondly establishing state related to HIP asso
iations requires memory.With the initial registration a �rewall may avoid the problem of early state
reation and the puzzle me
hanism imposes a 
ost on the initiating end-host.The di�
ulty of the puzzle may also be adjusted for di�erent situationssu
h as for potential DoS atta
k. A transparent �rewall may attempt toalleviate problem with a suitable timeout value after whi
h 
onne
tion isremoved if valid I2 pa
ket is not re
eived. This is still problemati
 and nodire
tive timeout value 
an be dedu
ed from HIP proto
ol, sin
e state is notestablished after I1.The signature veri�
ations 
an not be avoided when a �rewall needs to au-thenti
ate tra�
. Performan
e analysis of 
ryptographi
 operations of aHIP implementation indi
ates that espe
ially the Digital Signature Standard(DSA) signature 
reation and veri�
ation are relatively strenuous 
omparedto other operations [14℄. The exa
t results may be implementation depen-dent, but the general observations should be valid. HIP implementations arealso required to support the Rivest Shamir Adleman (RSA) as the publi
 keyalgorithm. The use of RSA bene�ts an intermediate �rewall as the signatureveri�
ation is signi�
antly faster than with DSA [29℄.With well behaved end-hosts signature veri�
ations are in many 
ases rela-tively infrequent. In general, they are only needed at 
onne
tion establish-ment and when end-points 
hange their set of network atta
hment points andas the 
onne
tion is 
losed. Nevertheless, a mali
ious host may 
ause addi-tional signature veri�
ation attempts by sending spoofed HIP pa
kets to the�rewall. This, of 
ourse, requires that the atta
ker is aware of some pair ofHITs that have an ongoing 
onne
tion through the �rewall. With end-hoststhe additional keyed-hash message authenti
ation 
ode (HMAC) in the HIPpa
kets 
an be veri�ed with less e�ort. Unfortunately the HMAC veri�
ationis not available for intermediate entities as it is based on the shared se
retbetween the end-hosts.The tra�
 authenti
ation only applies to 
ontrol tra�
, while data tra�
 issimply re
ognized through the �ow identi�er. In e�e
t, if a third party hasknowledge of the SPI values and IP addresses of the hosts it may 
reate falseESP tra�
 that penetrates the �rewall. This 
auses additional tra�
 in thenetwork being prote
ted, but the end-hosts will be able to dis
ard spoofedESP pa
kets.
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enarios for HIP Enabled FirewallFollowing dis
usses general s
enarios for a HIP enabled �rewall. It providesexamples of s
enarios where HIP seems to 
onveniently aid traditional �rewallfun
tionalities.A general 
onsequen
e of HIP in �rewall systems is that details of the upperlayer proto
ols are hidden from �rewalls. Oftentimes organizations monitorand �lter tra�
 on di�erent levels of the proto
ol sta
k and with di�erentproto
ols. On one hand HIP simpli�es things and provides mu
h neededse
urity. On the other, the �rewalls will not have say on upper level issues orthe tra�
 
ontents. This may essentially 
hange the role of �rewall systemsin 
orporate and organization networks.3.2.1 General Firewalling S
enarioOne typi
al poli
y for stateful �rewalls is to allow 
onne
tions to be estab-lished only from the trusted network. From the untrusted network the onlytra�
 allowed to traverse is then related to the established 
onne
tions. Ine�e
t, no unsoli
ited tra�
 from untrusted side is a

epted.As a result, the initiators are in this 
ase hosts of the trusted network. Fora transparent �rewall that does not require registration the initiators aremainly the hazardous party of the 
onne
tion. They pose a potential risk ofabusing the �rewall state establishment. In the s
enario where the initiators
an be assumed more reliable, also the risk of the DoS atta
ks is alleviated.Furthermore, depending on the stri
tness of the se
urity poli
y it may notbe ne
essary to authenti
ate the tra�
 from the trusted network. The riskof a host impersonating another to penetrate a �rewall is not as great forhosts of the trusted network and little is gained by doing so. In this 
ase, the�rewall rule set does not need to in
lude the HIs of these hosts and memory
an be saved.On the 
ontrary to the initiator, the responder of the 
onne
tion is lo
atedin the untrusted network along with several potentially mali
ious hosts. A
-
ordingly, it is more of a 
on
ern to authenti
ate the tra�
 of the responder.The responder is also 
hosen from a vast group of potential hosts. Therefore,it is favorable that the responder identity is available in the base ex
hangepa
kets and 
an be dynami
ally added to the state information. As a resultthe �rewall does not need to store the HIs stati
ally. Instead, the informationmost important for ensuring se
urity is provided by HIP proto
ol itself.



CHAPTER 3. HIP ENABLED FIREWALLING 253.2.2 RoadWarrior and Virtual Private Network (VPN)SolutionVirtual Private Network (VPN) is a te
hnology for se
urely inter
onne
tingnetworks that may be dispersed a
ross Internet [15℄. It uses se
ure tunnelingme
hanisms, su
h as IPse
, to transport tra�
 between the a

ess points ofdi�erent networks. In e�e
t, VPN 
reates a system whi
h 
an be virtually
onsidered a single private network from se
urity perspe
tive. In addition,individual end-hosts may 
onne
t to a network using the VPN solution. Aterm road warrior is used for a user 
onne
ting to a 
orporate network fromvarying external lo
ations. In VPN the designated a

ess points of the net-work, VPN gateways, perform the en
ryption and authenti
ation requiredfor a
hieving 
on�dentiality and integrity of the tra�
.HIP 
an also be applied to a Road Warrior VPN s
enario [23℄. In brief,the VPN-like solution would 
onsist of end-hosts 
ommuni
ating se
urelyover HIP and designated HIP aware �rewalls for enfor
ing a

ess 
ontrol andauthenti
ation. HIP hosts would therefore take 
are of the en
ryption of traf-�
. The 
entralized entity would only perform the 
ryptographi
 operationsne
essary for authenti
ating tra�
 and 
ontrol a

ess to the network.In 
ase of HIP some fun
tionality of the VPN gateway is shifted to the end-hosts. This de
reases the load on the 
entralized entity without 
ompromis-ing se
urity. In 
ase where end-host would expli
itly require data en
ryptionfor its tra�
 it would have to perform the en
ryption itself anyway. Intraditional VPN there would then be dupli
ate en
ryption. This is an ex-ample of the 
lassi
 end-to-end prin
iple: a fun
tion should be implementedby the end-host, whereas implementations in intermediate 
omponents mayonly provide improvements [28℄. Another apparent bene�t of HIP is that itprovides solutions for mobility and multihoming in the pro
ess.In this s
enario the �rewall would need to require registration from the remoteend-hosts wishing to 
onne
t to a 
orporate network. As the hosts initiatingthe 
onne
tion are in the untrusted network, there is a high risk that the I1pa
kets 
an be spoofed. Creating state at a �rewall before authenti
atingthe initiator 
ould easily 
ause possibility of a DoS atta
k.3.3 SummaryThis 
hapter analyzed di�erent aspe
ts of HIP that may have e�e
t on �rewallfun
tionalities. As a 
on
lusion, HIP provides several bene�ts even though
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 aspe
ts. Reliable tra�
 authenti
ation and thetransparen
y to intermediate network entities, are likely to enable developingmore reliable �rewall fun
tionalities. On the other hand, a HIP enabled�rewall must also 
onsider di�erent HIP fun
tionalities in order to handlethe proto
ol tra�
 
orre
tly.The 
hapter also analyzed potential se
urity vulnerabilities. The registrationproto
ol, de�ned for HIP, would be useful in providing additional se
urityfor the �rewall as the end-host 
an be authenti
ated before using �rewallresour
es on 
reating state. Asymmetri
 routing also 
ontinues to be prob-lemati
, even though possible solutions have been proposed. However, theasymmetri
 routing is in no way HIP spe
i�
 problem.



Chapter 4RequirementsThis 
hapter presents the requirements pla
ed on a HIP enabled �rewall solu-tion. It in
ludes both the fun
tional requirements for the �rewall implemen-tation as well as the non-fun
tional requirements. One sour
e of 
onstraintsare the general requirements de�ned for �rewall te
hnologies. For middle-boxes, su
h as �rewalls, HIP end-point identi�ers and the visible signaling inHIP provide new opportunities in �ltering the inter
epted tra�
. Therefore,another set of requirements as well as possibilities emerges from HIP.The implementation is a generi
 �rewall system with a simple managementinterfa
e. Therefore the implementation does not in
lude de�ning rules forindividual se
urity poli
ies. A

ordingly also the level of se
urity provided bythe �rewall depends on the se
urity poli
y used. However, the �rewall designand implementation must not have additional �aws or weaknesses that wouldweaken the se
urity.As the HIP standardization and proto
ol implementation is on going, thes
ope of the implementation is in general limited to features 
overed by theHIPL HIP proto
ol implementation [1℄. This enables testing and verifyingthe �rewall features. One main restri
tion is that the HIPL 
urrently onlysupports HIP IPv6 tra�
. Therefore also the �rewall implementation willbe IPv6 spe
i�
. Linux is 
hosen as the platform, whi
h presents pra
ti
al
onstraints. Nevertheless, the high level design of the solution must still begeneri
 enough to be independent of platform.
27



CHAPTER 4. REQUIREMENTS 284.1 Fun
tional RequirementsThe following presents the fun
tionalities that a HIP enabled �rewall mustprovide. To depi
t the servi
es provided by the �rewall, the 
hapter des
ribesalso example usage and �rewall rules.4.1.1 Firewall Poli
y ManagementA �rewall must provide a me
hanism for de�ning the se
urity poli
y by whi
hit operates. For this parti
ular implementation, an elaborate user interfa
eis not ne
essary. Instead, �rewall poli
y 
on�guration may be done with asimple 
on�guration �le that the �rewall pro
esses at start up. For furtherdevelopment of the �rewall management, the �rewall should provide interfa
efor more intera
tive maintenan
e. This interfa
e needs to provide fun
tionsfor updating the se
urity poli
y of the running �rewall, and a

ordingly needto take 
on
urrent operations into a

ount.The format of the se
urity poli
y should be simple, axiomati
 and well-de�ned. The �rewall poli
y is de�ned with a set of rules that de�ne whatkind of analysis is performed and whi
h pa
kets are allowed to traverse.Ideally the rule format would be also easy to learn and adopt by a user.A desirable solution 
ould be therefore provided by using a rule format ofan existing �rewall solution as basis. The �rewall implementation is done inLinux environment. Furthermore, the Linux Net�lter/Iptables framework [3℄is a well-established and widely used �rewall system. Therefore the syntaxand semanti
s of rules should preferably follow that of the Iptables rules [4℄.The general format of a �rewall rule is presented in Figure 4.1. Here theHOOK de�nes through whi
h of the hooks in networking sta
k (INPUT,OUTPUT or FORWARD) the pa
kets are re
eived. The mat
h de�nes thepa
kets that the rule 
on
erns and TARGET de�nes whether the pa
kets area

epted or dropped. The mat
h may be 
onstru
ted from several di�erentoptions whi
h all must mat
h the pa
ket properties for target to be exe
uted.Examples for rule options will be further presented in following 
hapters forillustrating the �rewall requirements.HOOK [mat
h℄ TARGETFigure 4.1: Format of the �rewall rule.



CHAPTER 4. REQUIREMENTS 29The implementation needs to provide rule parsing for 
he
king syntax of therules. Although the �rewall should allow �exible expressive use of �lteringoptions, some limitations are needed in order to keep semanti
s of the rulesrational. This should, for instan
e, eliminate 
ontradi
ting options, su
h asde�ning in
oming interfa
e for a rule in OUTPUT hook. The �rewall poli
ymanagement must provide this semanti
 inspe
tion for rules.4.1.2 Overall Fun
tionalityFor e�e
tiveness of the �rewall system it is essential that the �rewall is able tointer
ept all tra�
 that 
on
erns it. This requires that the �rewall softwarehas an interfa
e to the networking sta
k of the 
ommuni
ation system. TheHIP enabled �rewall needs to be able to inter
ept all IP pa
kets that 
arryeither HIP or ESP as payload. Furthermore, this should be done in di�erentbran
hes of pa
ket traversal. The �rewall must have a

ess to in
oming andoutgoing pa
kets as well as pa
kets being forwarded. In addition, the �rewallmust also be able to enfor
e that a given pa
ket will be a

epted or dropped.4.1.3 Stateless Pa
ket FilteringStateless pa
ket �ltering fun
tionalities provide simple inspe
tion of 
ertainproperties of HIP pa
kets. These properties in
lude sour
e and destinationHITs, the type of a HIP pa
ket as well as in
oming and outgoing networkinterfa
es. The properties may also be negated. Options for these fun
tion-alities are presented in Figure 4.2.-sr
_hit [!℄ <hit value> �sr
_hi <�le name>-dst_hit [!℄ <hit>-type [!℄ <hip pa
ket type>-i [!℄ <in
oming interfa
e>-o [!℄ <outgoing interfa
e>Figure 4.2: Format of stateless �ltering options.
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ess Control Based on Host IdentitiesStateless pa
ket �ltering must also 
ontain option for enfor
ing a

ess 
ontrolbased on the 
ryptographi
 identity of the host. Along with sour
e HIT, arule may also de�ne the 
orresponding HI, whi
h will then be used to verifythe sender signatures. To ensure validity of the rule, �rewall should alsoinspe
t that the HI mat
hes the host identity, before a

epting the rule.4.1.4 Stateful Pa
ket FilteringStateful pa
ket �ltering provides �ltering based on the 
onne
tion state.Stateful pa
ket �ltering 
an be used with the state option and by de�ningthe state (NEW or ESTABLISHED). This 
ommand may also be 
ombinedwith other �ltering options to mat
h for example new 
onne
tions that have
ertain sour
e or destination HIT. Format of the state option is presented inFigure 4.3.-state [!℄ <state> �verify_responder �a

ept_mobileFigure 4.3: Format of the state option.The vital issue with stateful �ltering is determining whi
h pa
kets are a
-tually part of the 
onne
tion. The �rewall should be able to ensure thatthe state a
quired from the proto
ol pa
kets is valid and not a result ofspoofed pa
kets. With 
ryptographi
 identities and signed proto
ol pa
kets,HIP provides e�e
tive methods for ensuring this. The traditional measurefor analyzing pa
kets is maintaining proto
ol state information and 
ompar-ing re
eived pa
kets with that. Also HIP enabled �rewall needs to providesuitable level of proto
ol state 
he
king.HIP provides possibility to dynami
ally obtain the responder HI from baseex
hange pa
kets as the 
onne
tion is initialized. Verifying signatures of theresponder assures sender invarian
e [34℄ in 
ases where the responder identityis not previously known in the �rewall poli
y. The �rewall should providethis as an optional feature of stateful 
onne
tion tra
king. Cru
ial part ofobtaining the responder HI is examining that the publi
 key in fa
t produ
esthe responder HIT as hash value.HIP proto
ol 
ontains two di�erent data streams; the proto
ol data andthe payload data 
arried in ESP. Firewall needs to identify the proto
ol
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 using the HITs as �ow identi�er and data tra�
 using the SPIs anddestination addresses [34℄. The SPI values are inter
epted as base ex
hangeor rekeying pa
kets are analyzed. When 
onne
tion is 
losed by the end-points with 
lose pa
kets, the 
onne
tion state must be removed.When a mobile host moves to a network prote
ted by a �rewall, the signalingdata will in some 
ases traverse the �rewall. The �rewall should establishstate from mobility signaling when allowed by the se
urity poli
y, and whenit is made possible by the mobility signalingThe �rewall must also allow rendezvous tra�
 to traverse when it is autho-rized a

ording to the se
urity poli
y. The rendezvous fun
tionality is not,however, 
urrently 
ompletely supported with the HIP referen
e implemen-tation. However, the s
enarios of rendezvous tra�
 should be 
onsidered inthe design.4.2 Non-Fun
tional RequirementsSome non-fun
tional requirements were already identi�ed when presentingthe fun
tional requirements. For example, properties of the rule format weredis
ussed. This se
tion further de�nes whi
h non-fun
tional requirements areessential for the design and implementation. In addition, it is also analyzedwhy some general requirements may not be as important for this parti
ularsystem.4.2.1 Requirements Regarding the DesignGeneral requirements for any ar
hite
ture in
lude that it is modular, 
learand as simple as possible. The design also needs to model the problem domainand intera
tions within it. In many 
ases the viability of ar
hite
ture is trulyweighed only after the design needs to be 
hanged or maintained.As HIP is an emerging te
hnology and the standardization is ongoing, 
hangesto the proto
ol are expe
table and even likely. Even during writing of thisthesis di�erent aspe
ts of the proto
ol have been modi�ed as new versions ofthe drafts have been published. This a�e
ts, besides the implementations,also other systems 
on
erned with the details of the proto
ol, su
h as HIPaware �rewalls. A

ordingly this stresses the designs of these systems as
hanges are adopted within the existing ar
hite
ture.The design of a HIP enable �rewall should take this into a

ount. As a result
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ture of the designis 
lear as unne
essary inter
onne
tions between di�erent elements will not
ompli
ate the design. A modular design is often also easy to extend tosupport new features and fun
tionalities. Another 
onstraint 
ould be thatthe parts of the design are generi
 and 
ould therefore be reused for newemerging aspe
ts.Potential 
hanges 
on
erning HIP in
lude for example new types of pa
k-ets and parameters in the 
ore proto
ol. Alternatively, existing parametersor pa
kets may also be removed or modi�ed. Also, alternative methods forperforming fun
tions, su
h as new algorithms, 
ould be adopted. The regis-tration extension also enables introdu
ing new types of servi
es relating toHIP.For an end-host it may be adequate to only implement a subset of fun
tion-alities and operate using those. A middlebox analyzing tra�
 of other hostsmay, on the other hand, 
ome to 
onta
t with di�erent types of tra�
. Ingeneral, a middlebox should not blo
k legitimate tra�
 that is in a

ordan
ewith the proto
ol de�nition.4.2.2 Se
urityThe very purpose of a �rewall is to provide se
urity for an external user.In general, the �eld of the thesis for a large part 
on
entrates on issuesrelating to se
urity. Chapter 3 dis
ussed what kind of se
urity measuresare possible and on the other hand ne
essary in the 
ontext of HIP. Thefun
tional requirements further de�ned what kind of fun
tionalities a �rewallneeds to provide in order to deliver these se
urity measures. In addition tothese the internal se
urity of the �rewall is also important. This in
ludes forinstan
e reliable management of the �rewall rules.4.2.3 Se
ondary RequirementsThere exist a number of qualities that are in general desirable for a systemof this kind. These in
lude for example e�
ien
y, usability and manageabil-ity. These are essential properties for a �rewall system used in a produ
tionlevel environment. However, the s
ope of this thesis limits to a prototypeimplementation that demonstrates the feasibility of this te
hnology. In this
ontext, some of the requirements important to produ
tion level implemen-tations are se
ondary 
on
erns for this system. For future development ofthe te
hnology it is however important to also identify these properties.
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ien
y of a �rewall system is an essential goal. The risk is that a �rewallsystem will 
reate a bottlene
k for network tra�
 to and from the se
urednetwork. To an extent this 
an be 
ontrolled with CPU power of the �rewall.The design and implementation of the �rewall system play a role here as thesefa
tors 
an both hinder and support the e�
ien
y of a system. Furthermore,HIP �rewall fun
tionalities in
lude some potentially strenuous operations,su
h as the veri�
ation of 
ryptographi
 signatures.Usability was, to some extent, dis
ussed with the format of the �rewall rules.Another aspe
t of usability is the manageability of the �rewall system. Thisin
ludes the system used for altering the �rewall se
urity poli
y. One as-pe
t is the availability of the management interfa
e and in
ludes also remotemaintenan
e of the �rewall. The ne
essary user interfa
e for this system israther minimal. However, further development of a larger s
ale managementinterfa
e should be addressed by providing a ne
essary interfa
e for updatingthe �rewall rule set.4.3 SummaryThe fun
tional requirements de�ned by this 
hapter in
luded managementof the �rewall poli
y as well as the a
tual pa
ket �ltering fun
tionalities.The �rewall �ltering options were also de�ned and used here to illustrate thedi�erent features provided by the �rewall.The �rewall poli
y management in
ludes inspe
ting the validity of the rulesand provides ne
essary fun
tionalities for managing the rule set. Di�erentpa
ket �ltering fun
tionalities in
lude stateless �ltering as well as stateful
onne
tion tra
king. The stateless �ltering options 
an be used for �lteringpa
kets based on sour
e and destination HITs, HIP pa
ket type and in
om-ing and outgoing network interfa
es. Also the sour
e HI may be de�ned forverifying the HIP pa
ket signatures using the given publi
 key. The stateoption is used for �ltering based on 
onne
tion status. It also 
ontains ad-ditional options for verifying signatures of responder pa
kets and a

epting
onne
tions of mobile hosts.In addition, di�erent non-fun
tional requirements were identi�ed. These in-
lude properties of the design and general se
urity aspe
ts.



Chapter 5DesignFirewall te
hnologies are in general quite well established but have not beena
tually standardized. This 
hapter uses some available referen
e ar
hite
-tures in analyzing di�erent ar
hite
tural 
onsiderations in the 
ontext of HIPenabled �rewalling.5.1 Design AlternativesTwo high level design alternatives are presented. First one extends the exist-ing Linux Net�lter �rewall solution [3℄ and se
ond implements an indepen-dent HIP �rewall prototype. Former of these was the initial 
hoi
e for designand was therefore relatively extensively studied. The latter was, however,sele
ted as it better suited the setting of the proje
t.Even in the independent solution the Net�lter framework has its in�uen
e.It is used for re
eiving pa
kets from the networking sta
k and the generalformat of rules has been adopted for the independent implementation. Inaddition, the Net�lter ar
hite
ture has a�e
ted some of the design 
hoi
esof the independent solution. Hen
e, this 
hapter also des
ribes the Net�lterar
hite
ture in more detail.5.1.1 Linux Net�lter ExtensionExtending the Linux Net�lter [3℄ for HIP �rewalling has several bene�ts.A

ordingly, Net�lter was initially 
onsidered as a good 
andidate for basisof the design. In general, it is freely available and designed to be extensible.Net�lter is also the designated and established pla
e for �rewall and NAT34
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tionalities in Linux. Therefore, it 
ould be desirable to integrate alsothe HIP fun
tionalities into the existing implementation instead of imple-menting an alternative �rewall only for HIP based �ltering. Using existingimplementation also provides the generi
 
omponents, whi
h would otherwisehave to be implemented separately. In the 
ase of Net�lter, the Iptables userinterfa
e would be available for modifying rules of the running �rewall.Drawba
ks of Net�lter in
lude mainly pra
ti
al reasons and suitability forthe parti
ular proje
t. An important feature of HIP tra�
 �ltering is thestate keeping for 
onne
tions. Furthermore, the HIPL [1℄ HIP implemen-tation, whi
h is used as a referen
e implementation for the �rewall testing,
urrently only supports IPv6. The IPv6 stateful 
onne
tion tra
king in Net-�lter is, however, only supported in Usagi kernel and 
hanging over to itwas not a desirable 
hoi
e. Furthermore, the signature veri�
ation used forauthenti
ating end-points, 
ould be more 
onveniently done in user spa
e.Following presents the overall ar
hite
ture of the Net�lter framework as wellas ar
hite
tural 
hanges for extending Net�lter to support HIP tra�
 �lter-ing. Also the Iptables -management interfa
e and the 
hanges 
on
erning itare presented. The high level ar
hite
ture of a possible solution is presentedin Figure 5.1.
KERNEL SPACE USER SPACE

IPTABLES

HIP extension
   (libipt_hip)

NETFILTER

Connection tracking
module 
(nf_conntrack)

HIP extension
(nf_conntrack_
proto_hip)

HIP protocol
extension 
module
(ipt_hip) Toimija

Connection 
tracking 
extension
(libipt_
conntrack)

Figure 5.1: High level ar
hite
ture.



CHAPTER 5. DESIGN 36Net�lter DesignNet�lter is a framework enabling �rewall and NAT fun
tionalities in Linux. Itis implemented as a set of kernel modules, 
ontaining the 
ore fun
tionalitiesand additional modules for extending Net�lter to support di�erent proto
olsand to provide additional features. The 
ore fun
tionalities manage the ne
-essary hooks in the proto
ol sta
k and manage 
alling fun
tions of di�erentextensions. The Net�lter framework design is therefore quite modular andextensible.Net�lter interfa
es to operating system proto
ol sta
k with a series of hooksfor re
eiving pa
kets. This is represented in more detail in Figure 5.2. Fire-wall management is 
ondu
ted by spe
ifying a series of rules for di�erentNet�lter 
hains. Pa
ket �ltering, whi
h is the main fo
us of this thesis, 
anbe done in the input, output and forward 
hains referring to lo
al in, lo
alout and forward hooks respe
tively. [27℄
pre-routing ROUTING

local in

forward

ROUTING

local out

post routing

Figure 5.2: Net�lter hooks and pa
ket traversal [27℄.Net�lter provides an interfa
e that extension modules implement. The fun
-tions in
lude initializing and 
losing the module as well as a fun
tion for
he
king validity of the Iptables rules. For the a
tual pa
ket �ltering the mod-ule provides fun
tions sele
ting pa
kets and determining whether a pa
ketmat
hes a given rule. [27℄HIP Proto
ol Extension ModuleThe HIP proto
ol extension module, also presented in Figure 5.1, enablespa
ket �ltering of individual HIP pa
kets. The �ltering is done based onpa
ket properties su
h as sour
e and destination HIT and pa
ket type. Theextension module provides a standard Net�lter interfa
e of fun
tions, throughwhi
h it is 
alled.
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tion Tra
kingNet�lter provides stateful �ltering fun
tionalities under a spe
i�ed 
onne
tiontra
king module. Under the 
onne
tion tra
king there are extension modulesfor supporting tra
king of di�erent proto
ols.The 
onne
tion tra
king module maintains ne
essary state information foridentifying 
onne
tions between two end-points. The information is 
on-tained in a data stru
ture 
alled nf_
onntra
k_tuple whi
h in
ludes IPaddresses, proto
ol and the original dire
tion of tra�
, as well as additionalproto
ol spe
i�
 information. Tuples are 
ontained in a hash table stru
-ture, where they 
an be e�
iently sear
hed and mat
hed with pa
kets. Ea
h
onne
tion, nf_
onn stru
ture, holds referen
e to two tuples, one for ea
hdire
tion. Also a referen
e ba
k to 
onne
tion 
an be derived from a tuplehash stru
ture. The relations of these data stru
tures are presented in Figure5.3.

tuple

connection

tuple_hash tuple_hash tuple_hashtuple_hash

Connection table

tuple tuple tupleFigure 5.3: A simpli�ed 
onne
tion table stru
ture of 
onntra
k module.
Extending Conne
tion Tra
king CoreIn the tuple, the main information for identifying the 
onne
tion is basedon the sour
e and destination IP addresses. HIP however provides end hostidentities, that are independent of the lo
ation dependent IP addresses. Toa

ommodate this within the Net�lter framework the HIT needs to be usedas a �ow identi�er for the HIP proto
ol tra�
. As the 128 bit HITs 
an be
onveniently stored in IPv6 address stru
tures, the HIT 
ould repla
e theIPv6 address in the tuple. Also, a dynami
 set of IP addresses needs to be
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iated with the �ow. In e�e
t, even though the Net�lter framework israther extensible, HIP implies 
hanges to the more fundamental assumptionsin the ar
hite
ture.As HIP tra�
 
ontains two separate 
onne
tions, the HIP proto
ol tra�
and the ESP data tra�
, there needs to be a way to inter
onne
t thesetwo �ows. For this, the 
onne
tion tra
king provides a 
on
ept of related
onne
tions. A proto
ol extension may implement and register a proto
olhelper, whi
h is used to point out the expe
ted related 
onne
tions [27℄. Inthe 
ase of HIP, the proto
ol helper will 
reate an expe
ted ESP 
onne
tionwith 
ertain IP addresses and SPIs whenever su
h 
onne
tion is possible.This would o

ur when SPIs and IP addresses are ex
hanged during the baseex
hange, readdressing or rekeying.HIP Conne
tion Tra
king Extension ModuleThe HIP extension module for 
onne
tion tra
king needs to provide standardinterfa
e of a 
onne
tion tra
king extension. That in
ludes most importantlythe fun
tions for de�ning the HIP spe
i�
 part of a tuple, 
reating a new
onne
tion and giving verdi
t whether a pa
ket mat
hes tuple.The proto
ol helper fun
tionalities are used to analyze the HIP signalingdata. This in
ludes, the responder HI, the SPIs and 
hanged IP addresses.With this information the HIP 
onne
tion properties and related ESP 
on-ne
tions 
an be updated, 
reated or deleted when ne
essary.HIP proto
ol spe
i�
 information in the tuple data stru
ture needs to in
ludethe host identities, when available. The HITs would be already stored in themain part of the tuple holding the �ow identi�er.ESP Conne
tion Tra
king ModuleExtension for stateful tra
king of ESP tra�
 is ne
essary as ESP is used for
arrying HIP payload tra�
. With ESP tra�
 the �ow is identi�ed with theSPI values and destination IP addresses. Consequently, the ESP proto
olspe
i�
 part of the tuple stru
ture 
ontains the SPIs.Iptables Management Interfa
eIptables is a user spa
e management interfa
e for the Net�lter fun
tionalities.It provides means to view and alter the �rewall and NAT rules for di�erent



CHAPTER 5. DESIGN 39Net�lter hooks. Iptables 
ontains extensions 
orresponding to Net�lter ex-tension modules. Ea
h extension 
ontains fun
tions for parsing and 
he
kingthe validity of the inserted rules. [4℄Iptables user interfa
e 
ould be extended to support HIP tra�
 �ltering byimplementing an Iptables extension library. This extension module would
ontain options for HITs, HIs and HIP pa
ket types.For the stateful �ltering the existing Iptables module handling 
onne
tiontra
king would have to be extended with HIP spe
i�
 sub-options.5.1.2 Independent HIP Firewall SolutionAn alternative for extending an existing solution is to 
onstru
t a separateHIP �rewall system. The impli
ations of this are twofold. Design 
hoi
esof an independent �rewall are not bound to an existing implementation.Consequently, the design and implementation may be 
hosen to better servethe parti
ular proto
ol instead of a generi
 design. Also the system maybe 
onstru
ted in either user spa
e or kernel spa
e. Due to HIP signatureveri�
ation, a user spa
e implementation is more desirable for the system.Then again, a separate implementation may not be able to take advantageof the generi
 parts of an existing solution. These in
lude for example userinterfa
e, the general framework and the interfa
e to the proto
ol sta
k forinter
epting pa
ket traversal. Fortunately, the Net�lter framework providesa me
hanism for user spa
e appli
ations to parti
ipate in the pa
ket �ltering.The following se
tion presents the resulting design in more detail.5.2 HIP Enabled Firewall DesignEven though an independent HIP �rewall implementation is 
hosen, the Net-�lter framework does 
ontain some well-founded design 
hoi
es. Furthermorethese design 
hoi
es have been proved to work in pra
ti
e. Therefore some as-pe
ts in the Net�lter ar
hite
ture have been adopted also for the independentsolution.While Net�lter provides a pra
ti
al referen
e for �rewall ar
hite
ture, a more
on
eptual model has also been studied [26℄. The model presented is notadopted as su
h, but is rather used for identifying di�erent fun
tional entitiesand their intera
tions. These are further adapted to needs of this parti
ularsystem.
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hapters present the overall design of the solution. Essentialfun
tional 
omponents from [26℄ are also identi�ed in the design. The designis also illustrated in Figure 5.4.
Firewall Main Module

Filtering Module

Stateless 
Filtering
Module

Connection
Tracking
Module

Rule 
Management
Module 

Netfilter
Framework

LIBIPQ

HIP ENABLED FIREWALL

User space

Kernel space

Figure 5.4: Overall design of the HIP enabled �rewall. The intera
tionsbetween 
omponents are shown with the arrows.5.2.1 Firewall Main ModuleThe �rewall main module 
ontains fun
tions for re
eiving pa
kets for analysisand issuing verdi
ts on whether the pa
kets are allowed to traverse or not.It uses rest of the �rewall 
omponents for produ
ing these verdi
ts based onproperties of the pa
kets re
eived.
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ontains me
hanisms for interfa
ing the �rewall to the a
-tual 
ommuni
ation system. This is referred as integration and enfor
ementmodule in [26℄. Integration and enfor
ement fun
tionalities must guaranteethat the �rewall is able to inter
ept the pa
ket traversal in right parts of thesystem proto
ol sta
k.The �rewall design uses the Net�lter framework for integration to the a
-tual system. Net�lter module in turn 
ontains ne
essary hooks in the Linuxnetworking sta
k through whi
h pa
kets are inter
epted. The pa
kets inter-esting to the HIP �rewall are dire
ted to Net�lter QUEUE target, whi
h isused to transmit pa
kets to user spa
e appli
ations. The �rewall system usesthe LIBIPQ library to register for re
eiving queued pa
kets as well as issuingverdi
ts on them.5.2.2 Firewall Poli
y ManagementThe �rewall rules that de�ne the se
urity poli
y are 
ontained by an entity
alled rule set [26℄. Here the �rewall poli
y management module 
ontainsalso fun
tionalities for managing the rules and verifying the rule syntax.There are two basi
 entities intera
ting with the rule set. Firstly, the �rewallsystem needs to regularly read the rule set to determine faith of ea
h pa
ket.Se
ondly, the �rewall manager needs to set the rules for de�ning the �rewallse
urity poli
y. For this a 
on�guration �le is used and is read in the �rewallsystem at start up.Due to the minimal user interfa
e, the poli
y management module also pro-vides an interfa
e for further development of the management system. Theinterfa
e 
onsists of fun
tions for altering the rule set of a running �rewall.These fun
tions 
an be used to implement a more intera
tive user interfa
efor �rewall management. The rule management also needs to provide ne
es-sary syn
hronization for potentially 
on
urrent operations.5.2.3 Pa
ket Filtering Fun
tionalitiesFor the a
tual pa
ket �ltering me
hanisms two di�erent modules are identi-�ed [26℄. The analysis module is used for 
ondu
ting analysis on the pa
ketdata. The de
ision module uses the �rewall rules and result of the analysisto determine whether pa
kets are allowed to pass.In this design these fun
tionalities are 
ontained as a single logi
al entityunder the main module of the �rewall. The de
ision module 
alls di�erent
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tionalities based on the 
ontents of ea
h rule. The results arethen gathered to issue a �nal verdi
t on ea
h pa
ket. The result is �nallyreturned to the main module.Di�erent analysis fun
tionalities in
lude �ltering based on identity (HIT andHI), HIP pa
ket type, in
oming and outgoing interfa
es and the Net�lterhook, through whi
h the pa
ket was re
eived. The stateful �ltering moduleis des
ribed in more detail below. The identity based �ltering 
ompares theHIT de�ned in a rule with that found in the pa
ket. Additionally rule mayde�ne also the sender HI. In this 
ase the HIP pa
ket signature is veri�edwith the HI to authenti
ate the pa
ket sender. In e�e
t, the �ltering modulealso 
ontains fun
tions of an authenti
ation module [26℄.5.2.4 Conne
tion Tra
kingThe 
onne
tion tra
king module is 
on
eptually part of the analysis fun
-tionalities. It is, however, separated to its own module, as it 
ontains moreelaborate and extensive analysis. The 
onne
tion tra
king module 
ontainsfun
tionalities ne
essary for maintaining state information about HIP asso-
iations. The pa
ket �ltering module 
alls 
onne
tion tra
king when pa
ketsneed to be �ltered with the state option. Still, all HIP pa
kets are ana-lyzed by the 
onne
tion tra
king fun
tionalities, independent of the �lteringoptions used. This ensures that ne
essary information regarding the HIPasso
iation is obtained from the pa
kets.In addition, the 
onne
tion tra
king provides similar signature veri�
ationfun
tionality as the authenti
ation done in the pa
ket �ltering module. Herethe responder HI is extra
ted from HIP tra�
 dynami
ally. It is then usedto authenti
ate the end-point in further 
ommuni
ation. The authenti
ationhere has di�erent nature than in an a
tual authenti
ation module. Theidentity itself is not essential, as it is when de�ned in a �rewall rule. Instead,the 
onne
tion tra
king attempts to assure the property of sender invarian
e[34℄. This guarantees that, independent of the a
tual identity, the tra�

an be trusted to be sent by the same end-point throughout the 
onne
tion.A

ordingly the state information maintained by the �rewall is authenti
atedand reliable.
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tion �rst des
ribed the two overall design alternatives that werestudied for the �rewall solution. First of these, extending the Linux Net-�lter framework, would have in
luded implementing a HIP spe
i�
 extensionmodule as well as modifying the existing 
onne
tion tra
king me
hanisms tosupport HIP.The se
ond alternative, a separate HIP �rewall solution, was sele
ted due tobetter suitability for the proje
t. Still, some well-founded design 
hoi
es wereadopted from the Net�lter framework also for this design. The main 
om-ponents of the design in
lude the �rewall main module, the �rewall poli
ymanagement, the pa
ket �ltering module with stateless �ltering fun
tionali-ties and the 
onne
tion tra
king module.



Chapter 6ImplementationThe overall ar
hite
ture and the main 
omponents of the �rewall solutionwere presented in the Chapter 5. This 
hapter presents the implementationof the �rewall solution in more detail. The external 
omponents, that theimplementation depends on, are �rst summarized. Implementation of ea
h�rewall 
omponent is then presented. The 
hapter gives examples of thedata stru
tures used and presents sele
ted 
ore fun
tionalities in more de-tail. Finally, a sequen
e diagram is used to illustrate larger entities and theinter
onne
tions from fun
tional point of view.6.1 External ComponentsThe Implementation relies on 
ertain external libraries and systems. Thesein
lude LIB_IPQ library from Net�lter framework, GLib library and theHIPL [1℄ HIP proto
ol implementation. Of these, the LIB_IPQ is used forre
eiving pa
kets sent to the host and for issuing verdi
ts on them. The GLiblibrary provides useful data stru
tures and methods for manipulating themas well as other ne
essary fun
tionalities. GLib is used for example for liststru
tures and their manipulation and for thread and time fun
tionalities.HIPL provides several data stru
tures and fun
tions relating to HIP proto-
ol and for manipulating HIP pa
kets. For instan
e, HIPL 
ontains detaileddata stru
tures representing the HIP proto
ol pa
kets and the di�erent pa-rameters. It also in
ludes fun
tions for sear
hing parameters in HIP pa
ketsand for example verifying the pa
ket signatures.
44



CHAPTER 6. IMPLEMENTATION 456.2 Firewall Main ModuleAs des
ribed in Chapter 5, the main module ties together the other 
om-ponents of the �rewall and 
alls ea
h 
omponent as ne
essary. The mainmodule initializes the ne
essary 
omponents and starts up the �rewall. Thisin
ludes also issuing 
alls to parse the �rewall rules from a �le de�ning the�rewall se
urity poli
y. The �le name is de�ned as an argument when �rewallis started. The main module also uses the LIB_IPQ interfa
e for register-ing the �rewall software to re
eive the pa
kets inter
epted by Net�lter. Forthe a
tual pa
ket �ltering the main module re
eives the pa
kets through theLIB_IPQ interfa
e. It then issues 
alls for analyzing ea
h pa
ket and �nallydelivers verdi
t for ea
h pa
ket ba
k to the Net�lter system.6.3 Pa
ket Filtering Fun
tionsPa
ket �ltering fun
tions are in pra
ti
e in
luded in the main module, but arelogi
ally a separate set of fun
tions. Pa
ket �ltering 
ontains simple fun
tionsthat analyze di�erent properties of the pa
ket in relation to a 
ertain optionof a �rewall rule.Sour
e and destination HITs are mat
hed by a fun
tion 
omparing the HITvalues. Sour
e HI may also be de�ned in a �rewall rule as a sub option tothe sour
e HIT. Sour
e HI mat
hing veri�es that the pa
ket signature hasbeen 
reated with the HI de�ned in the rule. In e�e
t, this authenti
atesthe pa
ket. HI mat
hing uses the signature veri�
ation fun
tions providedby HIPL.Other �ltering fun
tions are used for mat
hing the type of pa
ket and thein
oming and outgoing network interfa
e of the pa
ket. Information aboutthe network interfa
es is passed to the �rewall from the Net�lter system alongwith the pa
ket.6.4 Firewall Poli
y ManagementFirewall poli
y management 
ontains data stru
tures representing �rewallrule and its di�erent options. It also provides fun
tions for parsing a rulefrom 
hara
ter string representation to the rule data stru
ture and for ma-nipulating the set of rules that de�ne the �rewall se
urity poli
y.



CHAPTER 6. IMPLEMENTATION 466.4.1 Data Stru
turesThe rule data stru
ture 
ontains information de�ning whi
h pa
kets it isapplied to and what should be done with these pa
kets. It 
onsists of di�erentoptions, the hook through whi
h the pa
ket 
ame in and an a

ept value toindi
ate whether to a

ept the pa
ket or not. When an option is de�ned inthe rule it 
ontains a pointer to a stru
ture de�ning the details of the option.For unde�ned options the pointer value is set to null. A �rewall rule mayalso de�ne a so 
alled default target for a 
ertain hook. This rule 
ontainsnone of the options and in e�e
t mat
hes any pa
ket 
oming in from a 
ertainNet�lter hook.An example of an option is shown in Figure 6.1 along with the a
tual rulestru
ture. All the option stru
tures follow a same basi
 format but are dif-ferentiated by the type of data and possible sub option values they store. Inthe option stru
ture the value 
ontains the a
tual value of the option andboolean indi
ates whether the option was negated with ' !'.stru
t hit_option{stru
t in6_addr value; //hit valueint boolean; //0 if negation, else 1};stru
t rule{stru
t hit_option * sr
_hit;stru
t hit_option * dst_hit;stru
t hip_host_id * sr
_hi;stru
t int_option * type;stru
t state_option * state;stru
t string_option * in_if;stru
t string_option * out_if;unsigned int hook;int a

ept;};Figure 6.1: Rule data stru
ture and an example of an option stru
ture.The option data stru
tures are intended to be generi
, so that they 
ouldbe used for variety of di�erent options that need to store a value of 
ertaindata type. For example string_option data stru
ture may be used for any



CHAPTER 6. IMPLEMENTATION 47option that has a string value. The hit_option 
ould be alternatively usedfor storing options with an IPv6 address.6.4.2 Parsing RulesAs the user de�nes rules in string representation, it is ne
essary to parse themto the internal representation used by the �rewall. This in
ludes ensuringthat the values de�ned for options are meaningful and that the overall syntaxand semanti
s of the rule are 
orre
t.For parsing sour
e or destination HITs, the HIT values are 
onverted fromstrings to in6_addr stru
tures. Sour
e HIs are de�ned with a path to a�le 
ontaining the publi
 key. When parsing HI option, it is �rst ensuredthat a �le exists. The �le name must 
ontain either �_dsa_� or �_rsa_� foridentifying either DSA or RSA as the algorithm of the publi
 key. The publi
key is then read into a hip_host_id stru
ture. This uses modi�ed fun
tionsfrom HIPL for loading the key from a �le. The implementation then 
he
ksthat hash value of the HI equals the sour
e HIT for whi
h the sour
e HI wasde�ned.For type option and for hook the string values are mat
hed against the typeand hook names and 
onverted to integers. Input and output interfa
es arestring values that are limited by the maximum length.6.4.3 Interfa
e for Firewall ManagementThe �rewall poli
y management module 
ontains a simple interfa
e whi
h 
anbe used for extending the �rewall management. Currently, the �rewall rulesmay only be inserted through a 
on�guration �le, whi
h is read in duringstart up. In a more advan
ed system the �rewall rules should be updatedintera
tively at run time. The interfa
e follows the format of the Iptablesuser interfa
e in the Net�lter system. It in
ludes methods for inserting arule, deleting a rule as well as listing and removing all rules, as illustrated inFigure 6.2.Managing the rules 
on
urrently, as the �rewall is operating, requires syn-
hronization. There 
ould be potentially multiple threads reading and writinginto the rule lists, while the �rewall analyzes the rules for �ltering a pa
ket.The rule lists must remain 
onsistent during these operations. The situation
an be modeled as a 
lassi
 readers and writers problem and 
an be 
ontrolledwith syn
hronization me
hanisms presented in [11℄. The solution guarantees
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onst stru
t rule * rule, int hook);int delete_rule(
onst stru
t rule * rule, int hook);GList * list_rules(int hook);int flush(int hook);Figure 6.2: Fun
tions for managing �rewall rules.that readers and writers may not operate simultaneously, but several readoperations may o

ur 
on
urrently. In the 
ase of �rewall, write operationswould be updates for �rewall rules. The read operations would be performedby both the rule managing and the �rewall pa
ket �ltering.Within this solution there are two 
hoi
es of preferen
e. The solution mayfavor writers, so that when ever a writer wishes to write, no new reader isallowed to read before the write operation has o

urred. Alternatively readoperations may be prioritized and no reader has to wait unne
essarily if writeis not taking pla
e at the moment. The �rst solution de
reases 
on
urren
yand is potentially less e�
ient. The latter solution 
ould, however, result inwriters waiting inde�nitely if read operations o

ur as a steady stream.The �rst solution, enabling faster writes was sele
ted. The �rewall man-agement is expe
ted to be rather infrequent and the management may be
ontrolled by an administrator. Thereby, write operations are not likely toburden a �rewall ex
essively. Furthermore, the read operations o

ur when-ever a pa
ket needs to be �ltered and are potentially a steady stream ofoperations. Also, this load depends on network tra�
 and 
an not be easily
ontrolled, unlike the management operations. In e�e
t, the solution preventslarge network loads from blo
king the ne
essary management operations.6.5 Conne
tion Tra
kingMain fun
tion of 
onne
tion tra
king is to maintain ne
essary state infor-mation for re
ognizing pa
kets that belong to a 
onne
tion. HIP proto
olpa
kets are simple to manage as they all 
arry sour
e and destination HITsand 
an be authenti
ated when HI is available. With data pa
kets the �owidenti�er must be dedu
ed from HIP proto
ol pa
kets when the asso
iationis 
reated or updated.Conne
tion tra
king provides two publi
 entry point fun
tions that analyzepa
kets. The filter_state fun
tion is used for analyzing pa
ket in relation
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onntra
k fun
tion is 
alled for pa
kets thatare not �ltered by a state option, but must be analyzed in order for the
onne
tion tra
king to be aware of any 
hanges in the 
onne
tion state. Bothof these fun
tions 
all same internal analysis fun
tion for the pa
ket. Theanalysis performed with ea
h pa
ket is more 
losely des
ribed in the followingse
tion.6.5.1 Fun
tionalityHIP 
onne
tion is initialized with a base ex
hange pro
edure. When analyz-ing the base ex
hange pa
kets, the 
onne
tion tra
king 
ode extra
ts datathat will be needed in further �ltering of pa
kets of the parti
ular 
onne
tion.This data in
ludes SPIs and destination addresses used in the data pa
ketsand the responder HI, when this is required in a state option of a �rewallrule. During base ex
hange, ne
essary data stru
tures are also 
reated forthe 
onne
tion.When the base ex
hange is 
ompleted the 
onne
tion tra
king 
ode is ableto re
ognize the ESP data pa
kets relating to the 
onne
tion. Also whenverifying responder pa
kets is required in the �ltering rules, the 
onne
tiontra
king uses the HI information to authenti
ate the responder pa
kets.Conne
tion tra
king analyzes update pa
kets sent in the HIP 
onne
tion.When a new destination address under an SPI or an altogether new SPI isannoun
ed by a host this information is stored in the ESP data stru
turesrelated to the 
onne
tion. The 
onne
tion tra
king must take into a

ountthat the two end-points ea
h maintain separate state information. Due tothis, 
hanges announ
ed by one party 
an not be 
onsidered to be known bythe other party immediately. This a�e
ts for example rekeying situations,where old information must remain valid until the other end-point has a
-knowledged the new information. In pra
ti
e, data pa
kets with old SPI,
ould still be on the way when new SPI is announ
ed. This prin
iple is alsodis
ussed in [36℄ in the 
ontext of TCP proto
ol.The HIP 
onne
tion 
losing was still under development in the HIPL whilethe �rewall was implemented. Due to this, 
onne
tion timeout 
he
king wasdeveloped as an alternative method for being able to remove HIP 
onne
tionsfrom the �rewall memory. The implementation allows setting a timeout valueafter whi
h unused 
onne
tions are removed. If zero or negative value isspe
i�ed, the timeout 
he
king is not performed.The 
onne
tion tra
king module inserts a time stamp into 
onne
tion datastru
ture. The time stamp is then updated whenever pa
kets of the 
onne
-
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ountered. For dete
ting idle 
onne
tions these time stamps areperiodi
ally 
he
ked against a 
ertain timeout value. The timeout value isde�ned as an argument when �rewall is started and passed from the mainmodule to 
onne
tion tra
king when timeout 
he
king is initialized. Whenidle time of a 
onne
tion ex
eeds the timeout value the 
onne
tion and alldata relating to it are removed. In pra
ti
e the timeout 
he
king is imple-mented with a separate thread.6.5.2 Data Stru
turesConne
tion tra
king models the 
onne
tions with stru
tures similar to thoseof Net�lter 
onne
tion tra
king. The stru
tures are illustrated in Figure 6.3.In the HIP �rewall, the model does not need to be as generi
 as with Net�lterframework as only a single proto
ol is supported. A

ordingly, for instan
erelating HIP and ESP data is done in more straightforward manner.

HIP tupleHIP tuple HIP tuple

Connection

TupleTuple

original reply

ESP tuple ESP tuple ESP tuple

HIP connection table

ESP connection 
     table

set of 
ESP tuples

Figure 6.3: Conne
tion tra
king data model. Arrows represent pointer ref-eren
es between the data stru
tures.As with Net�lter, a tuple data stru
ture 
ontains information that dire
tlytranslates into information 
arried by a pa
ket. The implementation providestuples for both HIP and ESP pa
kets. The tuples are 
ontained in HIP and
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onne
tion tables. As a pa
ket is re
eived the 
onne
tion tra
king 
odesear
hes for a HIP or ESP tuple in 
onne
tion table that mat
hes the pa
ket.If a tuple is found, there exists a 
onne
tion into whi
h the pa
ket belongsto.A joint tuple stru
ture 
ontains the HIP tuple and all the ESP tuples ofa 
ertain dire
tion of a 
onne
tion. The HIP and ESP tuples also havepointers ba
k to this joint stru
ture. The a
tual 
onne
tion 
ontains twotuples representing the two dire
tions of the 
onne
tion. Both of these tuplestru
tures also 
ontain pointer to the 
onne
tion stru
ture as noted in Figure6.3.The HIP and ESP 
onne
tion tables are implemented as linked lists. This isadequate 
hoi
e for this type of appli
ation. However for a more performan
e
riti
al implementation, a hash table would be more e�
ient data stru
tureas elements 
ould be sear
hed in 
onstant time. For HIP pa
kets the HITvalues 
ould be used to 
al
ulate hash value for a tuple and for ESP tuple,the SPI value and the destination address 
ould be used to produ
e uniquehash value.6.6 Intera
tion Between ComponentsThis se
tion summarizes the overall fun
tionality of the system. It also de-s
ribes how di�erent parts of the system intera
t together. This is illustratedin Figure 6.4.At start up the main module uses LIB_IPQ to �rst register the �rewall appli-
ation to re
eive pa
kets inter
epted by Net�lter. It also issues 
all to �rewallpoli
y management to pro
ess the �le de�ning the �rewall rules. Based onthis pro
essing the poli
y management module forms a list of rules for ea
hof the Net�lter hooks, INPUT, OUTPUT and FORWARD. These rules 
anthen be queried by the main module and the pa
ket �ltering fun
tionalitiesas ne
essary. Finally, the main module 
alls the 
onne
tion tra
king moduleto initialize the 
onne
tion timeout 
he
king fun
tionality.After this the �rewall is ready to start re
eiving and pro
essing pa
kets. FromNet�lter, the �rewall re
eives pa
kets whi
h are de�ned to be queued forpro
essing of registered user spa
e appli
ations. The pa
ket type is analyzedto determine whether pa
ket is HIP or ESP pa
ket or of some other type.Filtering fun
tion is 
alled for HIP and ESP pa
kets.Filtering fun
tion, in turn, 
alls poli
y management for getting the �rewall
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MAIN LIB_IPQRULE

MANAGEMENT
FILTERING CONNECTION

TRACKING

read_file()

ipq_create_handle()

init_timeout_checking()

ipq_read()

filter_hip()

match_hit()

filter_state()

ipq_set_verdict()

Packet filering loop

read_rules()

Figure 6.4: Overall fun
tional sequen
e of the system. The �gure presents aslightly simpli�ed example of the �rewall 
all sequen
e.rules for the parti
ular hook through whi
h the pa
ket 
ame in. The �lteringfun
tion traverses the list of rules and looks for a rule mat
hing the propertiesof the pa
ket. Mat
hing is done by 
alling the �ltering fun
tions or 
onne
tiontra
king as ne
essary. When a mat
hing rule is found, the fun
tion returnsthe target of the rule to 
aller. If none of the �rewall rules mat
h the pa
ketand no default target is de�ned, a

epting verdi
t is returned as a defaultresponse.For ea
h rule, the �ltering fun
tion analyzes ea
h option that has been de-�ned. Filtering fun
tion 
alls the spe
i�
 pa
ket �ltering fun
tions for ea
hof the options. These �ltering fun
tions and the filter_state fun
tion of
onne
tion tra
king analyze the pa
ket properties in relation to the optionpassed as an argument and return boolean value indi
ating whether pa
ket
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hes the option.6.7 SummaryThis 
hapter des
ribed implementation of ea
h of the �rewall 
omponents.Further details were also presented about sele
ted issues. These in
ludedfor example the readers and writers -syn
hronization me
hanism sele
tedfor the �rewall poli
y management interfa
e and the 
onne
tion tra
kingfun
tionalities. The overall fun
tionality was also illustrated to provide ageneral view of intera
tions between the �rewall 
omponents.



Chapter 7AnalysisThis 
hapter �rst evaluates the �rewall implementation against the require-ments spe
i�ed in Chapter 4. The fo
us here is on the fun
tionalities thathave further impli
ations or that require additional 
onsideration. Also thetesting environment is presented.Se
ond point of view for analysis in
ludes the more general impli
ations ofHIP to �rewalls. Many su
h issues were already dis
ussed in Chapter 3 andlaid a groundwork for implementing the HIP enabled �rewall. Therefore this
hapter fo
uses on implementation related observations and issues that havea�e
ted the implementation.7.1 Evaluation Against RequirementsThis se
tion addresses the requirements introdu
ed in Chapter 4. Ongoingdevelopment of proto
ol poses some restri
tions on features of the �rewall andto what extent some fun
tionalities 
ould have been implemented. As men-tioned in requirements, the implementation limits to features implementedby the HIPL [1℄. At the time of implementation the HIPL supported HIPbase draft version 01 and HIP mobility and multihoming draft version 00,with some limitations.7.1.1 Test and Development SettingThe main test method used for verifying the implementation against require-ments was system level testing of the �rewall solution. Test fun
tions havealso been implemented for rule management fun
tions. For the a
tual �rewall54
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tionalities fun
tional system level testing was, however, 
onsidered thebest option. Espe
ially state keeping involves analyzing sequen
e of pa
ketswhi
h all have side e�e
ts to data maintained by the �rewall. Therefore, thesystem was tested with a
tual HIP tra�
 traversing through the �rewall. Asthe �rewall is a prototype implementation, also reasonable amount of debuginformation is printed out. The debug information des
ribes the analysisthat leads to pa
ket being a

epted or dropped. This enables monitoringa
tions and the internal state data of the �rewall.The testing environment uses VMware Workstation virtual ma
hines. Thisallows simulating a network of several hosts in one physi
al host ma
hine.The test setting is depi
ted in Figure 7.1.The main testing and development setting in
ludes two virtual networks
onne
ted by a virtual host (FW) a
ting as the �rewall. The �rewall host isrunning a Linux kernel with the HIPL user spa
e HIP implementation whi
halso in
ludes the HIP enabled �rewall program. The virtual HIP hosts (host1, host 2 and host 3) 
ontain Linux kernels with the HIPL kernel version.The �rewall implementation was tested by 
reating HIP asso
iations throughthe �rewall host, between the HIP hosts. This setting was ne
essary, asthe HIP enabled �rewall is based on the HIPL user spa
e implementation,whi
h at the time of implementing was being developed. Therefore the kernelimplementation of HIPL was used for establishing the HIP asso
iations.
virtual 

network 1

virtual 
network 2

FW

host
   1

host
   3

host
   2 eth0

eth1

eth2

HIP association

Network access

Network access (interface down)Figure 7.1: Test setting with virtual ma
hines and -networks.The HIP hosts (host 1, host 2 and host 3) had multiple network interfa
es and
ould be 
onne
ted to both networks, as illustrated with host 3 of the Figure
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onsequen
e, the setting 
ould be used to simulate mobility situa-tion, where a mobile host with ongoing HIP 
onne
tion enters into a networkprote
ted by the �rewall. In the Figure 7.1, this 
ould be a

omplished by�rst 
reating a HIP asso
iation from host 3 through network interfa
e eth2to either of the hosts in network 1. After that the interfa
e eth2 would bebrought down and a new interfa
e, eth1, would be brought up in network 2.This sequen
e was used to test state establishing for a mobile host and isfurther dis
ussed in se
tion 7.1.5.7.1.2 Overall Fun
tionality and Interfa
ing to the Com-muni
ation SystemThe �rewall implementation interfa
es to the 
ommuni
ation system throughthe Net�lter framework, as mentioned earlier. This also requires managementthrough the Net�lter user interfa
e, the Iptables. The Iptables rules mustde�ne that the HIP and ESP pa
kets must be queued for user spa
e handling.Besides requiring user input through two di�erent interfa
es, there 
ould, inprin
iple, be 
ompli
ations in a system if several di�erent �rewall solutionsneed to be used. In a produ
tion level system this type of solution 
ould betoo 
umbersome. Instead, all �rewall fun
tions are ideally integrated in asingle system. For a proof of 
on
ept level implementation this solution is,however, adequate.7.1.3 Firewall Poli
y ManagementThe external interfa
e provided for managing the �rewall poli
y is largelyas de�ned in the requirements. The same format of rules is provided bythe �rewall as presented in Figures 4.1 - 4.3. The �rewall rules and theiroptions also map quite dire
tly to the di�erent features provided by the�rewall. The synta
ti
al and semanti
 analysis was tested with a set ofdi�erent 
on�guration �les that were parsed by the �rewall.Besides 
he
king the synta
ti
 and semanti
 issues with the rules, the rulemanagement provides fun
tions for managing the rule lists in the �rewall.This was ne
essary for providing interfa
e for managing �rewall also at run-time. Test fun
tions were implemented for rule management fun
tions.
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ket FilteringThe stateless pa
ket �ltering options require quite straight forward fun
-tionalities. The implemented fun
tionalities follow those de�ned in the re-quirements. These �ltering options are applied to the HIP pa
kets and, aspossible, also to the ESP pa
kets.For ESP pa
kets, the input and output interfa
e options are, of 
ourse, validas well as the state option, while the HIP pa
ket type option is not appli
able.The sour
e and destination HITs 
an not be dire
tly derived from the pa
ketbut 
an be analyzed in the 
ontext of the state option �ltering. Therefore theHITs are analyzed from the state information maintained for the 
onne
tion.Applying these options also to ESP pa
kets makes the �rewall solution insome ways more �exible and adaptable.7.1.5 Conne
tion Tra
kingThe 
onne
tion tra
king fun
tionality satis�es the general requirements pla
edon it. The HIP pa
kets of an asso
iation are re
ognized and analyzed andne
essary information is derived for �ltering the related data tra�
. Changesin data tra�
 �ow identi�er are also dete
ted from tra�
. When requiredby the �rewall rules, the responder HI is extra
ted from the base ex
hangepa
kets and used for authenti
ating rest of the 
ontrol pa
kets.In pra
ti
e, the 
onne
tion tra
king features were tested with the test settingdes
ribed earlier. HIP asso
iations were 
reated through the �rewall to an-alyze base ex
hange handling. The pro
essing of mobility and multihomingsignaling was veri�ed by adding and removing addresses of a host during anongoing HIP 
onne
tion. For 
reating update ex
hanges where also rekeyingwas performed, new interfa
e was brought up in an established HIP asso-
iation. Di�erent sets of �rewall rules were also used to test for exampleremoving the established 
onne
tions due to blo
ked HIP and ESP pa
kets.MobilityDue to mobility, an already established HIP 
onne
tion may need to traversethrough a new �rewall. In pra
ti
e, this 
an o

ur when a host with ongoingHIP 
onne
tion moves into a network prote
ted by a �rewall. In this s
enariothe �rewall is not aware of the 
onne
tion, but the mobility signaling mayprovide enough information for establishing state for the 
onne
tion.Implementing state establishment through mobility signaling was somewhat
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 due to ongoing development of the HIP implementation. TheSPI parameter sending was under development and therefore state establish-ment requiring the SPI parameter 
ould not be implemented. In pra
ti
e,this refers to a situation, where a new address is added to an existing net-work interfa
e of the host. However, in the 
ase where a new interfa
e in thenew network is used for 
ommuni
ation, the state 
ould be established. Herethe 
orresponding host SPI is re
eived from the NES parameter. In pra
ti
ethis was tested with the setting des
ribed in se
tion 7.1.1. Even though alsothe �rst s
enario would be useful feature in the �rewall, this fun
tionalitydemonstrates how HIP proto
ol information enables establishing state evenfor ongoing 
onne
tion.An additional 
onsideration here is that when state is not established fromthe a
tual base ex
hange, the responder HI is not available for the �rewall.This limits the se
urity that a �rewall is able to provide for these mobile
onne
tions. Therefore an expli
it option ��a

ept_mobile� exists for al-lowing this fun
tionality with 
onne
tion tra
king. Due to this, a �rewallrule with state option is not allowed to have both �verify_responder and�a

ept_mobile sub options de�ned.Conne
tion ClosingAt the time of implementing, 
onne
tion 
losing me
hanism was still underdevelopment in the HIPL. Missing the 
lose pa
ket sequen
e, however, furtheremphasized the need for a 
onne
tion timeout me
hanism. The ongoing
onne
tions reserve memory of a �rewall and the �rewall with its resour
esis often vital to 
ommuni
ation with the prote
ted hosts.Also, it is possible that the �rewall is not able to inter
ept the proper 
losingsequen
e of a 
onne
tion. This may happen for instan
e if one or bothhosts be
ome unavailable. Mobility or multihoming may also 
ause situationswhere the �rewall is no longer able to inter
ept pa
kets of the 
onne
tion.In this 
ase as pa
kets no longer traverse the �rewall, the 
onne
tion is leftopen in the �rewall and the data it reserves 
ontinues to be stored in the�rewall memory.Due to these issues, it may be pra
ti
al for a �rewall manager to be able to setsome timeout value after whi
h unused 
onne
tions are removed. Conne
tiontimeouts in transparent middleboxes are however 
ontroversial issue. Fromproto
ol point of view this does not follow the transparen
y rule dis
ussed inChapter 2. This may 
ause situations where pa
kets of a legitimate 
onne
-tion are blo
ked. In the 
ase of mobility and multihoming this may happen
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eed the general Unused Asso
iationLifetime value mentioned in the HIP draft [22℄.In pra
ti
e, the suitable timeout value needs to be balan
ed between theneeds of the organization and the requirement for �exibility. The timeout
he
king may also be disabled, for 
ases where idle time of the 
onne
tion isnot wished to be limited. Also, this is one of the issues where the registrationrequiring �rewall with its soft state approa
h, would be very bene�
ial.7.1.6 Non-Fun
tional RequirementsThe identi�ed non-fun
tional requirements fo
used on properties of the de-sign and implementation, su
h as modularity and maintainability. The gen-eral suitability of the design 
ould be evaluated during the implementation.The division of fun
tionalities into modules seemed pra
ti
al and no major
hanges were needed. Also the planned intera
tion between the 
omponentswas followed in implementation. Only ex
eption to this was the statelessHIT �ltering options applied to the ESP pa
kets, as this needed to be per-formed in the 
onne
tion tra
king module. This fun
tionality was dis
ussedin se
tion 7.1.4.As mentioned in requirements, the main 
hallenge for a HIP enabled �rewallimplementation is the ongoing development of the HIP spe
i�
ation and theimplementations. This requires also updating the �rewall implementation.The �rewall implementation uses data stru
tures and fun
tionalities fromthe HIPL. Therefore the �rewall will also bene�t from further developmentof this HIP implementation. Besides this, the �rewall is likely to requireupdating of its internal fun
tionalities, as the proto
ol evolves. The �rewallimplementation may also be developed further. The main foreseeable addi-tion would be the registration 
apability. How the 
urrent implementation
ould be extended to support registration is further dis
ussed in se
tion 8.1.7.2 General Analysis of HIP Enabled FirewallingGeneral intera
tions between �rewalls and HIP proto
ol were already an-alyzed in Chapter 3. This se
tion dis
usses some issues and impli
ationsof HIP that a�e
t espe
ially a �rewall implementation. These issues fo
usespe
ially on how HIP as a proto
ol in�uen
es �rewall design and implemen-tation.



CHAPTER 7. ANALYSIS 607.2.1 Role of HIP Enabled FirewallAs HIP introdu
es se
urity features for end-to-end 
ommuni
ation, this also
alls for re-evaluation of the role of �rewalls. Firewalls have traditionallyattempted to provide authenti
ation and for instan
e en
ryption has beenoften provided by VPN solutions. In the 
ontext of HIP these are, how-ever, integral part of the end-to-end 
ommuni
ation. Therefore the role ofa HIP enabled �rewall would in
lude mostly managing the a

ess 
ontrolinformation and making the de
isions based on this information. Here someresponsibility of the se
urity, su
h as end-to-end en
ryption of data tra�
,is shifted to the end-hosts.Furthermore, with its authenti
ation me
hanisms HIP enabled �rewall servesbetter as a 
entralized se
urity perimeter of an organization than as a per-sonal �rewall prote
ting a single host. Even though HIP is in many waystransparent to middleboxes, the end-hosts have still more e�
ient means inauthenti
ating the tra�
. By analyzing the HMAC parameter, a HIP host isable to �rst ensure the message validity, with less use of CPU power. There-fore, having a HIP enabled �rewall program in an end-host �rst analyze thepa
ket signature, would undermine the bene�ts of HMAC inspe
tion. Never-theless, a HIP enabled �rewall would also here be a natural pla
e to maintaina

ess 
ontrol lists and enfor
e them.7.2.2 Registration Requiring FirewallThe �rewall solution of this thesis implements a transparent HIP enabled�rewall. In the 
ase of a registration requiring �rewall the initiating host
ommuni
ates dire
tly with the �rewall. As a result, the transparent �rewalla
ts as the �rst stage of HIP enabled �rewalling for HIP end-hosts that donot yet in
lude the registration 
apability.The transparent HIP �rewall 
an be also more easily deployed, as it doesnot ne
essarily require 
hanges in the host proto
ol sta
k. The �rewall hostdoes not ne
essarily need to be a HIP host. Here the �rewall implementationis built on top of the HIPL user spa
e implementation to avoid 
opying theHIP 
ode unne
essarily to the �rewall implementation. However, a trans-parent HIP enabled �rewall is not dependent of HIP implementation, eventhough some parts of a HIP implementation may be useful in the �rewallimplementation.Even though transparent �rewall has the advantage of supporting the hoststhat la
k the registration 
apability, the registration provides signi�
ant ben-



CHAPTER 7. ANALYSIS 61e�ts to the �rewall. As pointed out before, espe
ially the soft state fun
tion-ality makes the �rewall fun
tion in a more �exible manner. State is automat-i
ally deleted if it is not updated for a 
ertain period of time and the state isre-established without re-establishing the 
onne
tion. This is also bene�
ialin managing resour
es used by the �rewall, as unused resour
es 
an be moreeasily freed.7.2.3 HIP Proto
ol Impli
ations to Firewall Design andImplementationThe HIP HIs provide mu
h needed true identi�er for end-hosts. As manyother systems operating within the Internet ar
hite
ture, also �rewalls su�erfrom the semanti
 overloading of IP address. Therefore, mobility, multi-homing and unreliability of the IP address as an identi�er are straining alsoviability of �rewalls. HIP HI provides invariable identi�er that is not a�e
tedby 
hanges of lo
ation or the parti
ular network interfa
e used. Due to theintrodu
tion of HI, HIP 
ommuni
ation 
an also be asso
iated to a 
orre
t
onne
tion, even when there may be third parties involved in delivering it.By 
ontrast, for example use of Mobile IP is problemati
 for stateful �rewallsparti
ularly be
ause third parties are involved and the asso
iation in �rewallis still identi�ed with the IP addresses in the pa
kets [20℄.The 
ryptographi
 properties make HIs essentially di�erent identi�ers fromIP addresses. IP addresses are rather unreliable as end-point identi�ers. Toaddress this issue, �rewalls 
urrently try to analyze intri
ate proto
ol datato obtain further assuran
e that the sending host is in fa
t the one that IPaddress indi
ates. As pointed out earlier, this analysis only ensures thatthe sending host is as aware of the 
onne
tion state as the �rewall itself.It may not, however, ensure that the sender is in fa
t the other end-pointof the 
onne
tion. Instead, HIP tra�
 is reliably authenti
ated with less
ompli
ated me
hanisms.In both above mentioned aspe
ts the traditional �rewalls would need to 
on-tain detailed information about the proto
ol in order to be able to �ltertra�
. Furthermore, di�erent appli
ation level proto
ols operate in very dif-ferent manners and 
reate di�erent sets of transport level 
onne
tions in thepro
ess. This leads to overly 
ompli
ated designs of stateful �rewalls, whi
hare then prone to errors and 
ostly to develop and maintain. This issuehas been generally re
ognized. One proposed solution is signaling betweenthe middleboxes and the end-hosts, whi
h is 
urrently investigated by theMid
om working group of IETF [2℄.
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it signaling is also possible with HIP as dis
ussed in the 
ontext ofregistration requiring �rewalls. Yet, HIP as su
h already simpli�es �rewallfun
tionality. The approa
h in design and implementation here has been tolimit proto
ol logi
 to what is ne
essary for obtaining data pa
ket �ow iden-ti�ers and HI for authenti
ation. That, in fa
t, is the essential information
onveyed in HIP.7.3 SummaryThis 
hapter �rst analyzed the implemented HIP enabled �rewall solutionin relation to the requirements spe
i�ed in Chapter 4. The implementationsatis�es the requirements de�ned for it. However, some �rewall fun
tional-ities 
ould still be further developed as the HIP proto
ol implementation isstill progressing. The 
hapter also presented the testing methods used forverifying the fun
tionalities.Impli
ations of HIP to �rewall design and implementation were also analyzedin a more general level. To summarize, the se
urity properties and visiblesignaling information of HIP support and simplify stateful �rewall designand implementation. Still, use of the HIP registration proto
ol 
ould furtherimprove the HIP enabled �rewall fun
tionalities and provide more �exibilityand robustness.



Chapter 8Con
lusionsBoth �rewalls and HIP are strongly se
urity oriented te
hnologies. Their fo-
uses are, however, somewhat di�erent. Firewalls analyze inter
epted tra�
to provide 
entralized se
urity perimeter for a set of hosts. HIP, on the otherhand, se
ures 
ommuni
ation between two 
ommuni
ating end-hosts. Thisthesis analyzed how these two te
hnologies should 
oexist and what bene�tsor 
hallenges this may raise.HIP takes middleboxes, su
h as �rewalls, well into 
onsideration. HIP HIsand the HITs derived from them provide a useful identi�er also for a

ess
ontrol information. HIP is also transparent to middleboxes as ne
essaryinformation in proto
ol pa
kets is left unen
rypted. Tra�
 belonging to aHIP asso
iation 
an be re
ognized by a stateful �rewall even when host ismobile or uses multiple network interfa
es.Possibly the most signi�
ant bene�t are the se
urity features that HIP pro-vides to �rewalls. By verifying the signatures in proto
ol pa
kets, the �re-wall is able to reliably authenti
ate the sender host. In e�e
t, the se
urity isdeeply embedded into the 
ommuni
ation instead of being an add-on to thete
hnology.Di�erent aspe
ts of HIP may have e�e
ts on �rewall fun
tions. One of themost dire
t would be the registration proto
ol de�ned in HIP. Espe
ially thesoft state approa
h bene�ts stateful �rewalls and enables more �exible androbust �rewall fun
tionalities.For the HIP enabled �rewall, two main design alternatives were 
onsidered.The implementation 
ould have extended an existing �rewall system, theLinux Net�lter, or it 
ould be implemented as a separate HIP �rewall system.The latter alternative was sele
ted for the �rewall solution. However, well-63
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hoi
es were also adopted from the Net�lter framework.The implemented �rewall solution demonstrates the feasibility of HIP en-abled �rewall te
hnology. It provides transparent HIP �rewalling and satis-�es the requirements set to it. In general, the �rewall implementation followsthe extent to whi
h the referen
e HIP implementation was implemented. The�rewall in
ludes both stateful and stateless pa
ket �ltering fun
tionalities. Asrequired, the �rewall is able to authenti
ate tra�
 using the HIs of 
onne
tionend-points.To 
on
lude, HIP enabled �rewalls 
an provide signi�
ant bene�ts 
omparedto traditional �rewall fun
tionalities. These in
lude added se
urity and more�exible handling of tra�
, even in the 
ase of multihoming and mobility.A

ordingly, HIP enabled �rewalling 
ould be one of the fa
tors that furtheraid the deployment of this emerging te
hnology.8.1 Future WorkThis se
tion outlines possible dire
tions for further development of the HIPenabled �rewall prototype. These in
lude both development of additionalfun
tionalities as well as further improvement and analysis of the 
urrentlyimplemented features.8.1.1 Supporting Updated HIP Spe
i�
ationsThe obvious line of further development is to extend the �rewall to 
over theaspe
ts of HIP proto
ol that are 
urrently missing. This 
an 
ontinue alongwith developing the proto
ol implementation, whi
h has progressed duringthe �rewall implementation.Two features already mentioned were handling the 
lose pa
kets, whi
h is
urrently already in
luded in the proto
ol implementation, and the SPI pa-rameter sending. The latter 
ould be used to enable 
reating �rewall statein the mobility situation des
ribed in analysis.Another 
hange 
on
erns the parameters delivered in update pa
kets. TheREA and NES parameters have been 
hanged into LOCATOR and ESP_INFOparameters. The update information is, however, transmitted in similar man-ner as before.



CHAPTER 8. CONCLUSIONS 658.1.2 Extending Firewall to In
lude RegistrationCurrently the �rewall implementation is transparent to the end-hosts. It
ould be also extended to in
lude the registration 
apability, whi
h wouldprovide additional se
urity to the �rewall itself. This way state would not beestablished before authenti
ating the initiating end-host. This se
tion out-lines the ne
essary intera
tions between the �rewall program and the HIPproto
ol implementation for implementing registration in the �rewall solu-tion. The registration 
apability was dis
ussed in Se
tion 3.1.2.In this 
ase, the registration proto
ol fun
tionality would �rst need to beadopted into the HIPL proto
ol implementation. Here it is assumed thatthe a
tual registration proto
ol 
ommuni
ation would be best performed bythe proto
ol implementation. This would be reasonable as the registrationproto
ol reuses HIP fun
tionalities.The �rewall registration fun
tionality would then require intera
tion betweenthe �rewall system and the HIP proto
ol implementation. This is straightfor-ward as the �rewall is built alongside the user spa
e version of HIPL, whi
hmakes passing data ba
k and forth simpler. A

ordingly, there needs to bean interfa
e to the a
tual servi
e, here providing �rewall traversal, that theproto
ol implementation 
an use. It is possible that this interfa
e de�nition
ould a

ommodate multiple di�erent servi
es.A

ording to 
urrent de�nitions, the registration may be initialized eitherdire
tly with the �rewall or then �rewall may inter
ept the I1 pa
ket. Inthe �rst 
ase, the HIP proto
ol implementation 
omes to 
onta
t with thepa
ket and must 
onsult the �rewall servi
e. The �rewall must make a

ess
ontrol de
ision based on the properties of the pa
ket and the HIP proto
olimplementation 
an then pro
eed to a

ept or deny request.In the se
ond 
ase, the �rewall inter
epts HIP pa
kets intended for otherhosts. The HIP implementation must therefore provide information of estab-lished and expired registration asso
iations for �ltering these pa
kets. The�rewall may then trigger the registration R1 pa
ket sending in the HIP im-plementation if a HIP pa
ket with missing registration is en
ountered. The�rewall 
an also use the registration status information to remove 
onne
tionsfrom memory as the registrations expire.8.1.3 Produ
tion Level Firewall SolutionIn situation where HIP is more extensively deployed and used more widely,the �rewall solution also needs to be more advan
ed. This would require



CHAPTER 8. CONCLUSIONS 66further development and more extensive quality assuran
e.A produ
tion quality �rewall needs to be extensively veri�ed for all possibleerror 
onditions that a mali
ious host may 
ause in the �rewall. One requiredaspe
t is therefore more exhaustive testing to further ensure the quality of thesolution. The analysis would need to in
lude testing with di�erent distortedHIP pa
kets, whi
h 
ould 
ause problems in HIP pa
ket handling. Testingshould also in
lude di�erent 
ases of abnormal behavior from end-hosts, su
has sending pa
ket sequen
es di�erent from spe
i�
ations.Another aspe
t would be a more extensive study of the e�
ien
y of the�rewall and requirements posed by that. As HIP enabled �rewall in
ludespotentially CPU intensive operations, su
h as the signature veri�
ation, thereshould be analysis 
on
erning the resour
e 
onsumption of the �rewall. Thisshould produ
e estimates of ne
essary amounts of system resour
es, in
ludingCPU power and memory, for di�erent s
enarios and load 
onditions. Also,this should not limit to normal operation with well-behaved hosts. Theanalysis should also in
lude estimates on the e�e
ts that mali
ious hosts oratta
ks of di�erent magnitude 
an 
ause on the �rewall performan
e.
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